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Abstract

In robotics, we need robots which have the ability to understand what a human wants and
can respond accordingly. On the other hand, robot should be able to provide information that is
easy for a human to understand. Therefore, we developed the robot Self Agent to provide these
abilities. The main purpose of the Self Agent is to be the center of the robot. It provides every
basic need that a robot should have. For example, translating high-level command into basic
commands so that a robot can understand and execute them; Self-monitoring of the robot’s
performance; and having an intelligent action selection that will make good decisions.
Since we needed to have a good decision mechanism, we created a new approach which
consists of two algorithms. The first algorithm is Spreading Activation Network (SAN) that
provides the basis for selecting appropriate behaviors (Action Selection) for completing a given task.
To perform well, parameters of the Spreading Activation Network must be manually tuned. The
second algorithm is the Reinforcement Learning (RL) technique that enables a robot to
automatically learn multiple policies. This research will show we trained an ATRV-Jr robot, called
Scooter to learn policies and automatically adapt to unexpected variables.




Show full item record





Files in this item





[image: Icon] 





	Name:
	Thesis-Kanok.pdf
	Size:
	758.1Kb
	Format:
	PDF





View/Open











This item appears in the following collection(s): 


	
Electronic Theses and Dissertations



























Connect with Vanderbilt Libraries


	


	


	


	


	


	


	













Your Vanderbilt

	
Alumni

	
Current Students

	
Faculty & Staff

	
International Students

	
Media

	
Parents & Family

	
Prospective Students

	
Researchers

	
Sports Fans

	
Visitors & Neighbors






Support the Jean and Alexander Heard Libraries



[image: Support the Library...Give Now]


Gifts to the Libraries support the learning and research needs of the entire Vanderbilt community. Learn more about giving to the Libraries.





Become a Friend of the Libraries   






Quick Links

	
Hours

	
About

	
Employment

	
Staff Directory

	
Accessibility Services

	
Contact

	
Vanderbilt Home

	
Privacy Policy










