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1.9 Plasmonic antennas engineered for efficient SHG conversion. (a)(b) L-shaped plasmonic structures arranged in a (a) symmetric and (b) asymmetric pattern. [12] (c) Three-dimensional nanocups with varying tilts about the polarization axis. [6] (d) Multi-resonant plasmonic coupling between L-shape and nanorod for exciting resonances at $2\omega$. [9] (e) Symmetric discs arranged in a spiral formation to break symmetry at the array level. [11] (f)(g) Multi-resonant coupled nanorods with near-fields calculated at (a) the SHG wavelength, $\lambda = 400\,nm$, and (b) the fundamental wavelength, $\lambda = 800\,nm$. [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.10 (a) Plasmonic enhancement of second-harmonic emission from a single zinc-oxide nanowire placed in the hotspot of a gold disc pentamer. Red curve shows SHG from plasmonically enhanced nanowire, black curve shows normal SHG emission from the nanowire. (Inset) Scanning electron microscope image of gold pentamers with a single nanowire.[40](b) Multi-quantum well exposed to the plasmonic field of an offset cross antenna for the efficient generation of SHG [41].

1.11 (a) Characteristic regimes of nonlinear optics with photon number and interaction strength between photons. [43]

1.12 (a) Atomic force microscopy image of a single silver nanowire placed with one end approximately 200 nm away from a diamond crystal with nitrogen vacancy center defects. (b) Fluorescence lifetime measurements of the diamond crystal with and without plasmonic coupling. (c) Second-order correlation measurements on the diamond crystal with and without plasmonic coupling. [54]

1.13 (a) Electron beam focused in two NV centers at the same time (left) and a single NV center (right). (b) Second-order correlation curves measurements from multiple NV centers (red) and a single NV center (blue). [56]

2.1 (a) Nanospiral geometry layout and parameters (b) Scanning electron microscope (SEM) image of a gold nanospiral fabricated using EBL. Winding number = 4\pi, arm spacing = 60 nm, arm width = 40 nm, thickness = 40 nm.
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Chapter 1

Introduction

1.1 Motivation

Nonlinear optics refers to that class of light-matter interactions in which the dielectric response is not linear in intensity. These effects make up the field termed as nonlinear optics in which the nonlinearity lies in the relationship between the driving electric field and the dipole moment per unit volume of the material. Almost all nonlinear optical effects hold potential for using light to control the state of optical signals. This capacity for manipulation brings the idea of optically-driven computation a great deal closer to reality in the same way that the invention of transistors revolutionized the field of electronics. In order to do this practically we need large efficiencies and low requisite powers. Both of these ends are served by generating stronger nonlinearities in the medium.

There are two different approaches for increasing the strength of these nonlinearities. The first method is to generate optical pulses that concentrate light in both time and space to such a degree that the electric fields associated with those pulses are large enough to drive these nonlinearities. The second method lies in the choice of the medium in which the optical pulse is generating nonlinear emissions. Due to asymmetric atomic arrangements, bulk crystals such as beta-barium borate or lithium niobate boast large optical nonlinearities that are capable of reaching conversion efficiencies of $\sim 0.8$ of the theoretical maximum for nonlinear processes such as harmonic generation. Even though bulk crystals like BBO can be efficient generators of nonlinear emission, the optical interaction volume they require to do this is prohibitively large for many applications in active optical circuitry.[1, 2] Unlike electronic circuits, optical processes do not generate enough heat to create a thermal bottleneck for increasing packing densities in logic units. If nonlinear optical components can be
made small enough to compare with existing technology, they will be poised to overcome fundamental limitations on electronics.[3, 4]

A promising solution to this problem has emerged from the field of plasmonic metasurfaces. These are planar arrangements of metallic or dielectric nanostructures with subwavelength physical features. The electron plasmas in these particles are capable of confining the electric field from an optical source into nanoscale mode volumes. [5] The drastic increase in the electric field intensity that results from this confinement is ideal for driving optical nonlinearities. Previous work has demonstrated plasmonic nanoparticles with stronger nonlinearities per unit volume than that of BBO. [6, 7] However, this is not solely due to the increase in electric field intensity facilitated by the plasmon. The geometry of each individual nanoparticle making up the metasurface as well as their arrangement with respect to one another can be used to engineer an entirely new set of dielectric properties not associated with the metal or dielectric comprising the particles. This new set of properties is instead connected to the spatial profile of the electric fields generated at the surface of the nanoparticle. By manipulating the shape of the metal confining the plasmonic excitation, the symmetry of the electron oscillation can be controlled with nanoscale precision while the electrons are also funneled into smaller mode volumes. This means that the nonlinear properties of plasmonic systems can be enhanced simultaneously by increasing electric field strength and the nonlinearity of the material. [8]

A major advantage of using metasurfaces for nonlinear optical interactions is that the efficiency per unit volume of a metasurface much higher than that of bulk nonlinear crystals. With efficiencies upwards of 80%, BBO can approach near unity conversion in a process such as second-harmonic generation (SHG), but it requires crystals with millimeter spatial dimensions and incident powers of order 100 GW/cm$^2$. [1, 2] Even though plasmonic systems can achieve impressive conversion efficiencies per unit volume, their total interaction volume is limited to the order of cubic microns by the inherent loss associated with the optical properties of metals; these dimensional constraints are relaxed somewhat, how-
ever, for dielectric plasmonic structures. This means that the total conversion efficiency of any plasmonic system is still many orders of magnitude behind conventional nonlinear optics. Consequently, many iterations of nanoparticle geometries have been designed for both symmetry breaking properties and electric-field confinement in order to generate stronger nonlinear conversion efficiencies. [6, 7, 9, 10, 11, 12]

Every advance made in the nonlinear properties of these systems allows us to generate optical nonlinearities using weaker light sources. The absolute limit of this trend is when nonlinear metasurfaces are efficient enough to operate using only a few photons as an excitation source. This regime is termed quantum nonlinear optics, and it provides a compelling solution to the problem of small interaction volumes in plasmonic systems. Experiments in cavity quantum electrodynamics (CQED) have demonstrated that when dealing with optics in the quantum regime it is possible to reach large nonlinear conversion efficiencies without utilizing intense lasers beams. [13] However, CQED experiments need to be done at cryogenic temperatures. [14] Since these temperatures require large and expensive equipment, CQED systems remain impractical even though they have achieved remarkable nonlinear interaction efficiencies. Nanostructures in the quantum regime may provide a room temperature alternative to performing quantum optical processes. They have not yet reached sufficient efficiencies to surpass the optical performance of CQED systems, but this branch of nanoscience still remains largely unexplored.

In this dissertation we demonstrate that by manipulating the near-field radiation patterns of complex plasmonic nanostructures, we can engineer metasurfaces with greatly enhanced nonlinear optical properties. By observing the nature of the far-field radiation patterns both spatially and temporally, we reveal information on how plasmons can couple to other plasmons, dielectric materials, and two-level quantum systems.

In chapter 1, we will introduce fundamental concepts of optics and plasmonics that are necessary to understand the nature of the experiments demonstrated throughout this
dissertation. Here we will discuss the underlying concepts of nonlinear optics, plasmonics and the overlap between these two fields. This is followed by a discussion of plasmonics in the quantum regime.

In chapter 2, we demonstrate the gold Archimedean nanospiral geometry as a nonlinear plasmonic element. We demonstrate unprecedented second-harmonic conversion efficiency in an all-metallic plasmonic element.[15] The nanospiral is also shown to have strongly chiral optical effects in the form of polarization conversion associated with its nonlinear emissions. The near-field plasmon profiles of the distinct resonance modes of the nanospiral are experimentally investigated using electron-beam induced luminescence (cathodoluminescence).

In chapter 3, we exhibit the gold serrated nanogap plasmonic geometry in order to demonstrate ultrafast control over plasmonically induced nonlinearities in a polymer film. We use spatial light modulation techniques to reveal interferometric data on second-harmonic emission with attosecond time resolution, and use this enhanced temporal resolution to separate nonlinear emission from the polymer film from plasmonic scattering. [16]

In chapter 4, we investigate the photon statistics of nitrogen vacancy centers in diamond nanocrystals being excited by an electron beam. We use second-order correlation measurements to demonstrate Rabi flopping in a strongly driven two-level system. The diamond nanocrystals are coupled to a plasmonic silver pillar in order to induce stronger cathodoluminescence signals and therefore greater signal to noise ratios.

Chapter 5 concludes the dissertation with a discussion of the importance of nonlinear effects for plasmonic applications. We discuss how a fully quantum mechanical model of plasmonic nonlinearities can lead to the advancement of optically active plasmonic elements and lead to the realization of practical on-chip devices.

1.2 Nonlinear optics

Several interactions between photons and matter are most easily described by the fundamental property known as dielectric susceptibility, which relates the response of the charge
distribution of the matter to an externally applied electric field. Precisely stated, the dipole
per unit volume, or polarizability, can be expressed in terms of a power series of the local
electric-field as shown in equation 1.1.

\[ P_i = P_0 + \varepsilon_0 \left[ \chi_i^{(1)} E_j + \chi_i^{(2)} E_j E_k + \chi_i^{(3)} E_j E_k E_l + \cdots \right] \]  

(1.1)

where \( \tilde{P} \) represents the polarizability tensor of a given material, \( P_i \) represents the coordinates of each specific element of that tensor, \( \chi^{(n)} \) the \( n^{th} \) order susceptibility, and \( \tilde{E} \) represents the external electric field applied to the material. \( \chi_{ijk} \ldots \) are the tensor components of the nonlinear susceptibilities, with the indices \( i,j,k,\ldots \) referring to the anisotropic optical response of the material referred to Cartesian coordinates.

The first term, \( P_0 \), represents a ferroelectric which has a permanent electric dipole structure. While this term is of considerable interest for applications in electronics, it is not relevant to the experiments described here. The second term in this equation describes the polarization characteristics of linear optics. Specifically, it states that a materials charge distribution responds linearly to an externally applied electric field. This can be easily understood in the case of linear absorption. In most circumstances, the laser energy absorbed by a material from a laser beam will be directly proportional to the total amount of energy that the laser applies to the material. Implicit in this linear response theory is the assumption that the absorbed light does not change the optical properties of the material. Of course, like many of the assumptions in physics, it can be broken. [17, 18]

Nonlinear optics involves exactly these scenarios in which the dielectric properties of a material have a strong dependence on the intensity of the light passing through it, and they can be described using those terms in equation 1.1 that follow the linear term. However, there are requirements on both the electric fields and susceptibilities for efficient nonlinearities. Most bulk materials have an atomic or molecular arrangement such that \( \chi^{(2)} \) and higher-order terms are much smaller than \( \chi^{(1)} \). This means that the electric fields necessary to generate appreciable nonlinear terms are prohibitively large. Thus, even though multi-
quantum transitions - such as two-photon absorption - were predicted in 1931, it was not possible to demonstrate these effects in the laboratory. [19] With the invention of the laser in 1960, the requisite electric fields became readily available, so that seminal experiments in nonlinear optics were documented in less than a year afterward.[20, 21] Even in the early stages of laser technology, it became possible to probe the higher order polarizabilities of several materials such as quartz and other semiconductor based compounds. [4, 18]

Some of the more important nonlinear effects are the ones that allow for efficient energy conversion and modulation. Sum- and difference-frequency generation allow for multiple frequencies of light to interfere with one another to produce frequencies that are linear combinations of the initial frequencies. The list of specific nonlinear processes is lengthy, but each of these processes can be attributed to a specific term in equation 1.1. Since a large portion of the research presented here is centered on second-harmonic generation (SHG), we will examine more closely the term in which it is rooted: the second-order polarizability, $P^{(2)}$.

As can be seen in reference [3], if we treat the electric field $\tilde{E}$ as a complex time-dependent vector containing two distinct frequencies, $\omega_j$ and $\omega_k$, such that,

$$\tilde{E} = E_{\omega_j} e^{(-i\omega_j t)} + E_{\omega_k} e^{(-i\omega_k t)} + E_{\omega_j}^* e^{(i\omega_j t)} + E_{\omega_k}^* e^{(i\omega_k t)}$$

(1.2)

where the last two terms are the complex conjugates of the first two, the second order nonlinear polarizability can be conveniently written in a summation.

$$\tilde{P}^2(t) = \sum_j P(\omega_j) e^{-i\omega_j t}$$

(1.3)

where the sum is over all values of $j$, thus over positive and negative frequencies. Under this convention we can separate each term and derive a unique interaction from each. The amplitudes of these interactions can then be written as
\[ P(2\omega_j) = \varepsilon_0 \chi^{(2)} E_j^2 \quad (SHG) \]
\[ P(\omega_j + \omega_k) = 2\varepsilon_0 \chi^{(2)} E_j E_k \quad (SFG) \]
\[ P(\omega_j - \omega_k \neq 0) = 2\varepsilon_0 \chi^{(2)} E_j E_k^* \quad (DFG) \]
\[ P(\omega_j - \omega_k = 0) = 2\varepsilon_0 \chi^{(2)} (E_j E_k^* + E_k E_j^*) \quad (OR) \]

These processes in the order listed above are, second-harmonic generation (SHG), sum-frequency generation (SFG), difference-frequency generation (DFG), and optical rectification (OR) where \( \omega_1 \) is always larger then \( \omega_2 \). The physical origin of these interactions is denoted by the linear combinations of \( \omega_j \) and \( \omega_k \) denoted on the left side of each equation. And, finally, optical rectification is the generation of a quasi-static polarization resulting from the destructive interference of two degenerate frequencies.[3]

In order to relate these polarizabilities to measurable quantities, we must relate the incident electric field to the nonlinear polarizability. We can do this by starting with Maxwell’s equations and deriving the normal optical wave equation, equation 1.5, under the assumption that the material is nonmagnetic and the space contains no free charges or currents.

\[ \nabla \times \nabla \times \tilde{E} + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \tilde{D} = 0 \]  

(1.5)

If we now assume the material properties are nonlinear, we can let the displacement vector, \( \tilde{D} \), have an additional term such that,

\[ \tilde{D} = \tilde{E} + 4\pi \tilde{P} \]

(1.6)

\[ \tilde{P} = \tilde{P}^{(1)} + \tilde{P}^{(n>1)} \]

After substituting the displacement term in equation 1.5 with the displacement term in
equation 1.6, we can derive the inhomogeneous wave equation.

\[
\nabla \times \nabla \times \tilde{E} + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \tilde{D}^{(1)} = \frac{-4\pi}{c^2} \frac{\partial^2}{\partial t^2} \tilde{P} 
\]

(1.7)

From here, we can directly represent the tensor components of each nonlinear susceptibility from the nonlinear conversion efficiencies and the incident electric field intensities nonlinear polarizations, although, it is often easier to reduce this to an effective nonlinear susceptibility for a given electric field polarization. For the case of second-order nonlinearities, this would entail a simplification of the second order polarizability to,

\[
\tilde{P}^{(2)} = \epsilon_0 d^{(2)}_{eff} \tilde{E}^2
\]

(1.8)

Since a large portion of the experiments focus on SHG, we will focus on this particular nonlinear interaction for the remainder of this discussion of nonlinear optics.

1.2.1 Second-harmonic generation

As seen in equation 1.4, the efficiency with which SHG can produced from a given material is determined by the second-order susceptibility of the material or the strength of the electric field applied to the material. Simply increasing the electric field strength using ever more powerful lasers eventually runs into practical limitations. In order to realize practical application of SHG we must create materials with larger nonlinear conversion efficiencies at lower optical excitation densities. If we examine the nature of the second-order polarizability term, there is an obvious symmetry provided by the \(\tilde{E}^2\) term. To make the ramifications of this symmetry clear, we will make a few assumptions about the material and the incoming electric field. Figure 1.1 shows two crystalline structures. The fluorite crystal geometry in figure 1.1a has a centro-symmetric structure about the axis shown by a dashed black line. This means that the crystal structure is identical to its mirror image about this line. The same is not true for the zinc-blende configuration in figure 1.1b which has a non-centrosymmetric geometry that can be found in gallium arsenide crystals.
Gallium arsenide is an efficient generator of even-ordered harmonic emissions for this very reason.

To understand why we must visualize two anti-parallel electric fields that are orthogonal to this axis of symmetry, as drawn by the red and blue arrows shown in Figure 1.1. In the centrosymmetric crystal, the potential experienced by the shift in charge distribution by either electric field is identical because the mirror image of the crystal structure would not experience a different local electric field. Therefore it is possible to write the following two equations:

\[
\tilde{P}^{(2)} = \varepsilon_0 \chi^{(2)} \tilde{E}^2 \quad \quad -\tilde{P}^{(2)} = \varepsilon_0 \chi^{(2)} [-\tilde{E}]^2
\]  

(1.9)

Since the electric field term is positive upon being squared, the only solution to these equations in the presence of a non-zero polarization is the trivial one. So it follows that,

\[
\tilde{P}^{(2)} = -\tilde{P} \quad \quad \chi^{(2)} = 0
\]  

(1.10)

Figure 1.1: (a) A fluorite crystal structure exhibited by calcium fluoride (\text{CaF}_2) exemplifying a centro-symmetric crystal. (b) A zinc-blende crystal structure exhibited by gallium arsenide (GaAs) exemplifying a non-centrosymmetric crystal. GaAs is a strong generator of second-harmonic light. The red and blue arrows mark the directions of anti-parallel electric fields.[22]
This all changes when considering the non-centrosymmetric crystal. Since we can no longer make the assumption of identical electrical potentials upon mirror inversion, equation 1.6 is no longer true and $\chi^{(2)}$ can have non-zero values. It is important to note that the sensitivity $\chi^{(2)}$ has to orientation of the incident electric field and the crystal structure creates a polarization dependence of second-harmonic emissions in almost any experiment. This dependence can also create properties of the material that would normally be hidden in linear optics.[3] This fact is a major motivation for the research presented in chapters 2 and 3.

1.2.2 Experimental Characteristics of SHG

A defining characteristic of all of the nonlinear processes listed in equation 1.4 is that they are parametric processes. This means that the initial and final quantum state of the material are identical. The state of the material may change during the process, but only during the short lifetime of the process. These temporary states are known as virtual states, depicted in Figure 1.2 as dashed lines, and since no actual absorption takes place, their lifetimes defined by the uncertainty principle. The lifetime of a virtual state is on the order of $\hbar/\Delta E$ where $\Delta E$ is the energy difference between the virtual state and the closest real state.

For an excitation in gallium arsenide by a photon with an 800 nm wavelength, a virtual state would have an upper limit on lifetime of approximately 30 fs. These short lifetimes can be useful for experimentally differentiating SHG from two-photon absorption and hyper Raleigh scattering. These are nonlinear processes that are also capable of generating signals at $2\omega$, however, since they induce a change in the quantum state of the material when they occur, they are non-parametric. These processes generally have lifetimes that are defined by the decay rate of the excited state. These lifetimes are typically on the order of nanoseconds or longer in isolated atomic or molecular systems, which is several orders of magnitude longer than the lifetime of typical virtual states. [3, 23]

Another common means of identifying a signal at $2\omega$ as SHG is to observe the dependence of $\tilde{F}^{(2)}(2\omega)$ on the square of the electric field as shown in equation 1.7. The
dependence of the SHG conversion efficiency on the intensity of an incident light source can then be derived utilizing two approximations. The slowly varying envelope approximation makes the simplification that the envelope of the nonlinear wave changes slowly in comparison to the wavelength of the light. Given the relationship shown in equation 1.8, the slowly varying envelope approximation yields the wave equation for $2\omega$ as,

$$\frac{\delta E(2\omega)}{\delta z} = -\frac{i\omega}{n_{2\omega}c}d_{eff}E^2(\omega)e^{i\Delta k z}$$

(1.11)

where $\Delta k = k(2\omega) - 2k(\omega)$.

For small enough conversion efficiencies and relatively weak pump beams, we can assume the amplitude of $E(\omega)$ remains unchanged throughout the length of the interaction. Combined with the boundary condition that $E(2\omega) = 0$ when $z = 0$, we can derive the following two relations.
\[ E(2\omega) \propto d_{\text{eff}}E^2(\omega) \quad I(2\omega) \propto d_{\text{eff}}I^2(\omega) \] (1.12)

where the electric field terms are simply exchanged for the intensity terms in the second equation. Thus, the intensity of a second-harmonic light source must vary as the square of the input light intensity. Unfortunately, this analysis does not separate measurements of \(2\omega\) in the laboratory from other \(2\omega\) light sources such as two-photon absorption because they depend on the square of the input light intensity as well. However, this is useful for differentiating the true \(2\omega\) signal from second-order diffraction effects and fundamental leakage as well as other problems that can plague a harmonic detection scheme since they will generally depend linearly on the fundamental intensity.[24]

The importance of SHG in applications of nonlinear optics lies in the fact that it has relatively high efficiency compared to other nonlinear optical interactions and still allows for optical modulation. This means that it could be used for data analysis and signal manipulation. Crystals such as beta barium borate (BBO) and potassium dideuterium phosphate (KDP), boast effective second-order nonlinearity coefficients of up to \(2 \cdot 10^{12} \text{m/V}\). Second-harmonic conversion efficiencies within these crystals can be larger than 0.1 if provided enough optical interaction volume. This is typically on the order of cubic millimeters.[25, 1] These volumes prohibit any competitive analogs to active electronic circuitry that is already operating on the order of 100 nm².[26]

However, there are still certain aspects of optical circuitry that give it a unique advantage over its electrical counterparts. Heat generation and size limitations are a fast approaching bottleneck for electronic computing. Optical circuitry would be inherently less lossy and would generate far less heat. The field of plasmonics has arisen as a potential solution for the power and size limitations of applications in nonlinear optics. The past decade has witnessed substantial progress in utilizing nanoscale metallic systems for the manipulation of light on an unprecedented spatial and temporal scale. However, optical losses in metals are too high and nonlinear conversion efficiencies are still too low to real-
ize practical applications. This next section will describe aspects of electromagnetic theory that are important to understanding the cross-section of nonlinear optics and plasmonics.

1.3 Electromagnetic theory of plasmons

Plasmonics is a branch of optics dealing with the interaction of conductors with size features on the nanoscale with optical energy sources. These plasmonic systems can be described in large part by comparison to their macroscale counterpart, antennas. The standard definition of an antenna is a device for radiating or receiving MHz to GHz radiation. Most plasmonic structures are designed to resonate in the optical and infrared instead of the radio bands, however the physical laws that dictate how they manipulate the directionality and localization of electromagnetic radiation are the same. [27, 28]

An antenna serves to direct radiation by by either converting the motion of electron into free-space radiation or by coupling radiation to an electron plasma. It follows that the less resistance the antenna material has the less loss the antenna will suffer. Common materials for radio wave antennas are copper and aluminum because the skin depth decreases so rapidly with increasing frequency and the resulting power loss is too great. When scaling these antennas to resonate in the optical band however, these metals begin to incur much greater loss to both radiative and non-radiative decay paths. This is the source of most of the differences between optical and radio antenna design. Common materials for optical antennas are metals with the lowest possible resistivity. Gold and silver are perhaps the most common metals to use in plasmonics. Additionally, the shape of the optimal geometry of the optical antenna will vary greatly depending on the its specific purpose and resonant wavelength. Radio wave antennas will either be designed to maximize their electromagnetic cross-section with respect to their own physical size or direct radiation in a highly concentrated solid angle. Optical antennas, on the other hand, are not able to reach the efficiencies of radio antennas for these processes. Instead they excel at localizing and concentrating of incident radiation. [29]

The diffraction limit constrains the spatial resolution that can be reached by classical
optics to the order of $\lambda/2$. There are three spatial regions around the antenna, the near field, intermediate field, and far field. These regions define the amount of information remaining in an emitter's radiation patterns after damping and diffraction terms begin to take over. These regions are illustrated in figure 1.3c. If we had a detector in the far field region, also known as the Fraunhofer region, it would be unable to determine the spatial profile of the antenna as diffraction effects would have become too large for the image to be recovered. The reactive near-field region lies much closer to the antenna and is what we refer to by the near field throughout this dissertation. This is the region where a detector is capable of mapping out the precise spatial profile of the electric fields surrounding the antenna. In between these two regions is a transitional area known is the radiating near-field or Fresnel region. The angular distribution of the antenna radiation patterns dominate this region.[27] The definitions for these regions do not hold for antennas with feature sizes below the diffraction limit, but they can be understood in terms of what information about the antennas resonance can be measured with a detector at any point.[30]
Here we will outline the three major categories of plasmons, bulk plasmons, surface plasmon polaritons and localized surface plasmons, and the underlying theory of the near-field radiation of plasmons.

1.3.1 The bulk plasmon

In the free electron gas model, electrons are assumed to be unaffected by either collisions with other electrons or interactions with the crystal lattice potential. The impedance to electron motion and free charge carrier densities are properties of the specific metal in question. An important characteristic of any of these metals is the plasma frequency, $\omega_{\text{plasma}}$. It is defined by equation 1.13 and represents the threshold frequency at which the electrons are unable to respond fast enough to react with light of a higher frequency.

$$\omega_{\text{plasma}} = \sqrt{\frac{ne^2}{\varepsilon_0 m}}$$

(1.13)

where $n$ is the number density of free moving electrons, $e$ is the charge of a single electron, and $m$ is the effective optical mass of the electron. The plasma frequency separates two optical regimes of the conductor where the incident radiation, $\omega$, is either greater or less than $\omega_{\text{plasma}}$. The bulk plasmon can be excited in that region where $\omega > \omega_{\text{plasma}}$, known as the transparency regime, where electromagnetic waves can propagate through the volume of the metal. The dispersion relation for bulk plasmon excitation can be seen in figure 1.4b and is given by the dispersion of traveling waves, equation 1.14.

$$\omega^2 = \omega_{\text{plasma}}^2 + k^2 c^2$$

(1.14)

where $K$ represents the plane-wave components of the wave vector. Bulk plasmons are typically higher energy than the optical band photons. Sometimes they can extend into the deep ultraviolet bands. The phase matching conditions of the bulk plasmon precludes it from being directly excited with optical radiation. They are typically observed in experiments where electrons are used as an excitation source such as electron energy loss
1.3.2 The surface plasmon polariton

While electromagnetic waves with a frequency below $\omega_{\text{plasma}}$ can not propagate in the volume of a metal, this does not prevent surface effects. Unlike bulk plasmons, surface plasmons require some degree of spatial confinement in order to define a resonance effect. Surface plasmon polaritons (SPP) are such a surface effect where an electromagnetic resonance propagates along an interface between a conductor and a dielectric as can be seen in figure 1.4a. The confinement here is in the direction normal to the interface. The dispersion relation for SPPs is shown opposite the light line from the bulk plasmon dispersion in figure 1.4b and is given by equation 1.15.

$$\omega_{\text{SPP}} = \frac{\omega_{\text{plasma}}}{\sqrt{1 + \varepsilon_{\text{dielectric}}}} \quad (1.15)$$

While the phase matching conditions of SPPs are not as restrictive as bulk plasmons, they still require specific angles of excitation in order to have an appreciably long lifetime, typically on the order of tens of femtoseconds. [5] A common means of coupling light
into metallic interfaces is to use a glass prism or metallic gratings to control the angle of incidence. [5]

1.3.3 The localized surface plasmon

When the metallic surface is confined in three dimensions, a non-propagating surface plasmon can be excited known as the localized surface plasmon (LSP). The optical properties of the LSP are defined by the confining geometry of the metallic surface as well as the surrounding dielectric. This is the type of plasmon that is relevant to the research presented in this dissertation. So, we will treat the theoretical background of the LSP with more detail than the previous two types. A major advantage of the LSP is that does not necessitate the phase matching conditions of the SPP.

The derivation of the LSP resonance will rely on the quasi-static approximation. The size scale of LSP supporting nanoparticles sufficiently smaller than the exciting wavelength, $\lambda$, such that this approximation yields an accurate answer. In order to derive a few crucial quantities for LSPs, we will consider the case of the spherical metal particle of radius $a$, with air as a surrounding dielectric shown in figure 1.5. We take the direction of

![Figure 1.5: Metallic spherical nanoparticles under direct optical excitation.](image-url)
propagation of the electromagnetic wave to be \( \hat{z} \) and the direction in which the Poynting vector of that electric field oscillates to be \( \hat{x} \). If we solve for the electric potential, \( \Phi \), using the Laplacian equation, \( \nabla^2 \Phi = 0 \), we can derive solutions for the electric fields in regions inside and outside the of the metal.

\[
E_{\text{in}} = \frac{3\varepsilon_m}{\varepsilon + 2\varepsilon_m} E_0 \quad E_{\text{out}} = E_0 + \frac{3n(\mathbf{n} \cdot \mathbf{p}) - \mathbf{p}}{4\pi \varepsilon_0 \varepsilon_m r^3}
\]  

(1.16)

where \( E_0 \) is the externally applied electric field, \( \mathbf{n} \) is the unit normal vector from the surface of the metal, \( \mathbf{p} \) is the dipole moment as defined by equation 1.17.

\[
\mathbf{p} = 4\pi \varepsilon_0 \varepsilon_m a^3 \frac{\varepsilon(\omega) - \varepsilon_m}{\varepsilon(\omega) + 2\varepsilon_m} E_0
\]  

(1.17)

Here, the wavelength dependent dielectric function of the plasmon is represented by \( \varepsilon(\omega) \).

Since LSPs are a surface effect we are much more concerned with the \( E_{\text{out}} \) term. Specifically, it is the induced dipole moment, \( \mathbf{p} \), that defines the complex polarizability of the surface resonance. When the Fröhlich condition is met, \( \text{Re}(\varepsilon(\omega)) = -2\varepsilon_m \), the dipole moment of the surface plasmon is on resonance. This means that the induced electric field surrounding the metallic particle is at a maximum. Of course the \( 1/r^3 \) term means that the electric field is highly localized close to the surface of the metal, but the enhancement factors, \( E_{\text{induced}}/E_0 \), can be as large as \( 10^3 \). [33] This quantity is determined by a number of experimental parameters and material characteristics such as surface defects, substrate interfaces, and non-radiative decay. The enhancement factors of metallic nanostructures have proven to be a powerful tool for interacting with nearby dielectrics. Later in the introduction chapter, we will refer back to this term as it is responsible for strong nonlinearities and strong coupling between nanoscale systems.

While our previous derivation of the resonant properties of the LSP used a spherical geometry for simplicity, the boundary conditions placed on this surface resonance can deviate from this model in order to create optical antennas with complex dielectric functions.
and optical responses. If instead, for example, we consider a rod-shaped nanoparticle like those in figure 1.6a, two distinct spatial distances are apparent along the short and long axis of the particle.

Since an electron on the surface of the rod would have to travel a much greater distance to resonate about the long axis, the wavelengths necessary to excite this resonance will be of longer wavelength than those that excite resonances about the short axis. Indeed, it can be seen in figure 1.6a that as the long axis is made longer, the longer wavelength peak in scattering cross section moves even further towards the infrared. Meanwhile, the shorter wavelength resonance stays constant if the short axis of the rod also remains constant. Figure 1.6b also exhibits a few plasmonic geometries that are even more complex, but the equal lengths of their major axes creates a single peaked resonance spectrum. [34]

1.4 Complex plasmonic structures - beyond the sphere and the rod

These more complex plasmonic geometries are considerably more cumbersome to solve analytically than the sphere. However, numerical analysis solutions for Maxwell’s equa-
tions at the nanoscale have been widely used in order to not only determine the resonance position of arbitrarily complex plasmonic geometries, but also to simulate the spatial profile of the electric field enhancement factors in close proximity to the metallic surface. Perhaps the most widespread kinds of simulations are finite-difference time-domain simulations (FDTD). All of the near-field plasmonic simulations shown in Chapters 2-4 are generated using an FDTD simulation package written by Lumerical Solutions®. There is a brief discussion of how FDTD simulations relate to the experiments in each chapter in the respective experimental methods sections.

Even though they provide excellent support for experimental results, the idealized nature of these simulations can easily mask the experimental realities involved with fabricating and characterizing nanoscale systems. Inherent variations in nanofabrication, surface roughness, and substrate coupling are a few effects that will cause experiment to stray from idealized simulations. Regardless, these FDTD simulations provide a starting point for the time-consuming fabrication procedures.

So far we have only considered the simplest cases of plasmons in geometries the wavelength response and near field profiles of which are intuitively easy to understand. However, in order to realize practical plasmonic devices in the numerous branches in which they show promise, we will have to develop plasmonic structures that are significantly more sophisticated than a simple disc. Here we will introduce plasmonic structures with multiple spatially overlapping resonances as well as complex polarization responses. We will also discuss how plasmons are capable of coupling to one another and nearby dielectrics.

When a plasmonic structure supports multiple distinct resonances that overlap spatially, the two plasmons can hybridize to create a dielectric response that is more complex than a simple summation of the responses of the two plasmon responses alone. Let us consider the hybridization of the disc and hole illustrated in figure 1.7. These two geometries can be hybridized in the form of a ring. A plasmonic response similar to the hole structure can be observed on the interior of the ring while the plasmonic response of the disc can be
observed on the exterior. The ring structure is capable of forming bonding and anti-bonding resonances. If the ring resonator is modeled using a coupled oscillator scheme, this is the equivalent of the oscillators resonating with a zero phase difference (bonding mode) and a $\pi$ phase difference (anti-bonding). This complex plasmonic response takes place within a single continuous particle, but we can also engineer interesting optical phenomenon from coupling multiple particles via the electric field of the plasmon. [35, 36]

A plasmonic dimer is two particles are placed within interaction range with one another with mirror symmetry. Figure 1.8 shows two such arrangements using circular and triangular geometries. Plasmonic dimers are particularly useful for creating very large electric field enhancement factors, and can concentrate energy from a photonic source into an even smaller mode volume than single plasmonic elements. Figure 1.8b shows a plasmonic geometry known as the bowtie that is well known for using the its triangular shape to “funnel” electrons into a small metallic tip to create larger electric field enhancement factors than many other plasmonic arrangements. [38, 37]
So far we have only considered the linear optical property of plasmonic structures, but just as we are able to control optical phenomena attributed to $\chi^{(1)}$ like absorption, we can control optical effects attributed to higher order polarizabilities. As stated in the nonlinear optics section, nonlinear effects are sensitive to the strength of the local electric field and the nonlinear susceptibility of the material. Plasmonic structures are a natural fit for these studies as they make it possible to simultaneously engineer the materials dielectric properties and to generate high local electric fields. [8, 39]

Here we will focus on plasmonic examples of second-order nonlinearities, specifically SHG, using two different strategies for efficient manipulation of light. The first strategy is to generate large nonlinear susceptibilities within the plasmonic structure by itself. The sec-
ond strategy is to use the strength of the plasmonically generated electric field to enhance the nonlinear properties of a dielectric material placed in close proximity to the plasmon surface. Recalling the equation for the second-order polarizability term responsible for emission at $2\omega$,

$$P(2\omega) = \varepsilon_0 \chi^{(2)} E^2$$

it is evident that a plasmonic structure that serves as an efficient generator of second-harmonic must have a nonlinear dielectric function with a relatively large $\chi^{(2)}$. In order for this to occur, the plasmonic structure must have a broken inversion symmetry about some axis. Figure 1.9 shows several examples of plasmonic structures that utilize asymmetric boundary conditions on plasmonic resonances in order to enhance SHG conversion efficiencies.

In each instance illustrated in figure 1.9, some distortion was introduced into the plasmonic antenna in order to break symmetry about the axis perpendicular to the polarization axis of the exciting light. This asymmetry can be introduced in a single particle or from the arrangement of an array of particles. The tilted nanocup, figure 1.9c, shows particularly large SHG signal in comparison to its all metallic plasmonic competitors. It yields a conversion efficiency of up to $1.8 \cdot 10^{-9}$ with an input power of $300 \mu W$. This corresponds to a second-order nonlinear susceptibility of $3.2 \text{pm/V}$. When considering the small volume these plasmonic antennas inhabit, their SHG conversion efficiency per unit volume can rival that of inorganic crystals with the strongest known nonlinearities. Since the interaction can not be scaled up without all of the optical signal being lost to non-radiative decay paths, we must strive to engineer ever more powerful plasmonic harmonic generators. We can do this by exploring the nature of symmetry breaking in plasmonic resonances. Additionally, if these antennas are exposed to optical intensities that are too large, they will be damaged via melting or ablation, and they will immediately lose their strong nonlinear properties. So promising plasmonic antennas must be able to make efficient use
Figure 1.9: Plasmonic antennas engineered for efficient SHG conversion. (a)(b) L-shaped plasmonic structures arranged in a (a) symmetric and (b) asymmetric pattern. [12] (c) Three-dimensional nanocups with varying tilts about the polarization axis. [6] (d) Multi-resonant plasmonic coupling between L-shape and nanorod for exciting resonances at $2\omega$. [9] (e) Symmetric discs arranged in a spiral formation to break symmetry at the array level. [11] (f)(g) Multi-resonant coupled nanorods with near-fields calculated at (a) the SHG wavelength, $\lambda = 400\, \text{nm}$, and (b) the fundamental wavelength, $\lambda = 800\, \text{nm}$. [10]
of low intensity laser pulses or survive stronger optical intensities. Chapter 2 of this dissertation presents experimental results of record breaking SHG conversion efficiencies in the Archimedean nanospiral geometry. This is a step towards generating optically active plasmonic elements capable of efficient frequency conversion. [8]

Plasmonic antennas also excel at providing high fields in order to enhance harmonic conversion efficiency. By concentrating optical energy into a small volume occupied by a nonlinear material, plasmons are capable of generating much stronger nonlinear emissions than by bulk materials alone. Figure 1.10 shows two such instances where semiconductor systems were placed in plasmonic “hotspots” in order to enhance harmonic conversion efficiencies. In both instances, conversion efficiency enhancements of several orders of magnitude were observed over non-plasmonic systems. In the case of multi-quantum wells coupled to plasmonic antennas, figure 1.10b, SHG conversion efficiencies are observed as high as $2 \cdot 10^{-6}$. [42, 41] Chapter 3 of this dissertation describes experiments using a novel

![Figure 1.10](image-url)

Figure 1.10: (a) Plasmonic enhancement of second-harmonic emission from a single zinc-oxide nanowire placed in the hotspot of a gold disc pentamer. Red curve shows SHG from plasmonically enhanced nanowire, black curve shows normal SHG emission from the nanowire. (Inset) Scanning electron microscope image of gold pentamers with a single nanowire.[40](b) Multi-quantum well exposed to the plasmonic field of an offset cross antenna for the efficient generation of SHG [41]
characterization method for SHG in plasmonically enhanced dielectrics. The plasmonic nanostructure used in these measurements, the serrated nanogap, creates a platform for studying the temporal evolution of dielectric nonlinearities under plasmonic exposure with attosecond resolution.

While the progress made in nonlinear plasmonics in the past few years has been promising, there is still a long way to go before we can create active optical circuitry based on plasmonic components. However, recent experiments in quantum nonlinear optics using nanostructured materials have shown promise for generating large interaction efficiencies driven by strong driving fields and coupling strengths.

1.6 The quantum limit of nonlinear optics

So far, all of the nonlinear optical experiments demonstrated here have been classical in nature. In order to drive the efficiencies of these nonlinear interactions higher without necessitating intense excitation sources, we move towards the quantum optical regime, which deals specifically with the regime where classical fields are replaced by photon operators. Figure 1.11a shows schematically how light-matter coupling strength and the photon number define different regimes of linear, classical and quantum optics.[43] The exper-

![Figure 1.11: (a) Characteristic regimes of nonlinear optics with photon number and interaction strength between photons. [43]](image-url)
iments demonstrated in chapter 4 of this dissertation build on a robust field of quantum many-body nonlinear optics by introducing quantum coherent control with electron-beam excitation sources in lieu of photonic excitations.

1.6.1 Second-order correlation functions and quantum light sources

Throughout this dissertation we describe the quantum coherent dynamics of nanoscale systems by analyzing the second-order correlation measurements of the cathodoluminescence (CL) generated by an electron beam in a scanning transmission electron microscope. These measurements determine the temporal statistics of a light source in terms of $g^{(2)}(\tau)$ which can be defined as [44, 45],

$$
\begin{align*}
g^{(2)} = & \frac{\langle \hat{a}^\dagger(t)\hat{a}^\dagger(t+\tau)\hat{a}(t+\tau)\hat{a}(t) \rangle}{\langle \hat{a}^\dagger(t)\hat{a}(t) \rangle^2} \\
& \text{(1.19)}
\end{align*}
$$

This quantity represents the coherence of the source over time scales represented by $\tau$. For $\tau = 0$, this can be rewritten as

$$
\begin{align*}
g^{(2)}(\tau = 0) = & \frac{\langle \hat{n}(\hat{n} - 1) \rangle}{\hat{n}^2} \\
& \text{(1.20)}
\end{align*}
$$

This correlation can be evaluated for an arbitrary input, $|n\rangle$, to show that

$$
\begin{align*}
g^{(2)}(0) = & \frac{n(n-1)}{n^2} \\
& \text{(1.21)}
\end{align*}
$$

For a single photon state, $n = 1$, this leads to $g^{(2)}(\tau = 0) = 0$. [17]

In order to define the limitations on classical light sources, we can rewrite equation 1.19 as,

$$
\begin{align*}
g^{(2)}(\tau) = & \frac{\langle I(t)I(t+\tau) \rangle}{\langle I(t) \rangle \langle I(t+\tau) \rangle} \\
& \text{(1.22)}
\end{align*}
$$

where $\langle I(t) \rangle$ represents the average intensity of the luminescence as a function of time,
and τ represents a delay in time. Classical light sources fall into two major statistical categories: coherent and bunched. Coherent sources such as single-mode lasers exhibit \( g^{(2)}(\tau) = 1 \). Incoherent light sources, such as thermal sources, have coherence values at \( \tau = 0 \) that are greater than those at \( \tau \neq 0 \). [17] This is also known as photon bunching.

The first of two limitations on classical light sources can be derived by representing the time dependence of \( I(t) \) as,

\[
I(t) = \langle I \rangle + \Delta I(t) \tag{1.23}
\]

where \( \langle \Delta I(t) \rangle = 0 \). If we apply this to the numerator of equation 1.22, we can write,

\[
\langle I(t)I(t+\tau) \rangle_{\tau >> \tau_c} = \langle I \rangle^2 \tag{1.24}
\]

where \( \tau_c \) is the coherence time of the system. So that,

\[
g^{(2)}(\tau >> \tau_c) = 1 \tag{1.25}
\]

Conversely, if we take the opposite limit for \( \tau \) we can write,

\[
g^{(2)}(\tau = 0) = \frac{\langle I(t)^2 \rangle}{\langle I(t) \rangle^2} \tag{1.26}
\]

By the Schwarz inequality it follows that

\[
\frac{\langle I(t)^2 \rangle}{\langle I(t) \rangle^2} \geq 1 \tag{1.27}
\]

Using this relationship, we can write the first limitation for classical light sources as,

\[
g^{(2)}(0) \geq g^{(2)}(\tau) \tag{1.28}
\]

The second limitation can be derived from a slightly different application of the Schwarz inequality. If we use equation 1.23 again to represent time variance in the intensity of the
luminescence, we can rewrite the $g^{(2)}$ function as,

$$g^{(2)}(\tau) = 1 + \frac{\langle \Delta I(\tau)\Delta I(0) \rangle}{\langle I \rangle^2} \quad (1.29)$$

Here, the Schwarz inequality takes the form,

$$|\langle \Delta I(\tau)\Delta I(0) \rangle| \leq \langle (\Delta I)^2 \rangle \quad (1.30)$$

From these two equations, we can derive the second limitation on classical light sources,

$$|g^{(2)}(\tau) - 1| \leq |g^{(2)}(0) - 1| \quad (1.31)$$

This relation places a lower limit on $g^{(2)}(\tau)$ that depends on the value of $g^{(2)}(\tau = 0)$. [46, 44, 45]

A common type of quantum mechanical correlation curve has $g^{(2)}(\tau = 0)$ values that are less than $g^{(2)}(\tau >> 0)$. This is termed anti-bunching, and is normally caused by emission from a single atom or defect. The photons from this type of source must be separated in time by the lifetime of the excited state. The type of quantum optical source that will be demonstrated in chapter 4 will exhibit Rabi flopping in the second-order correlation function. [47, 48]

Rabi-flopping in a two-level system can only happen if the system is being dressed by the driving electric field. A variety of quantum systems have been dressed by the electromagnetic field for frequencies ranging from microwave to visible. [49, 50, 51, 52] Dressing a two-level system with an optical field in this way results in new eigenstates that are the entangled states of the emitted photon and driven quantum system. The Rabi flopping described in chapter 4 is the first evidence for an electron-beam dressed system, enabling nanoscale quantum state preparation in an electron microscope. [53]
1.6.2 Quantum optical behavior of nitrogen vacancy centers

Nanoscale materials and structures designed to work with low photon numbers must exhibit strong interaction efficiencies with the incoming beam in order to generate strong nonlinear signals. For these experiments, we chose a nanoscale excitonic system that has already demonstrated quantum nonlinear behavior under optical excitation, the nitrogen vacancy, NV, center. [43]

Photoluminescence studies have shown that NV centers in diamond are single-photon sources with a near zero probability of multi-photon emission. [55] Recent studies on the cathodoluminescence of a single NV center have also shown anti-bunching[56], whereas, cathodoluminescent studies on NV center ensembles have shown photon-bunching statistics.[57]

Figure 1.12a shows an atomic force microscope image of a single diamond crystal with NV center defects placed near a silver plasmonic nanowire.

The enhanced recombination rate for the plasmonically coupled diamond nanopar-

Figure 1.12: (a) Atomic force microscopy image of a single silver nanowire placed with one end approximately 200 nm away from a diamond crystal with nitrogen vacancy center defects. (b) Fluorescence lifetime measurements of the diamond crystal with and without plasmonic coupling. (c) Second-order correlation measurements on the diamond crystal with and without plasmonic coupling.[54]
article, as seen in figure 1.12b, is a result of the Purcell effect driven by the plasmonic
near field.[54] This system serves as an efficient single-photon source as indicated by the
second-order correlation measurements shown in figure 1.12c. [54] Since a single NV cen-
ter is saturated by one photon, it effectively separates the radiated photons in time by the
lifetime of the defect state, resulting in the emergence of anti-bunching.

Optically driven NV centers have been well characterized both as single photon sources
in the weak-driving limit [58, 59, 60, 61, 62] and as dressed systems in the strong driv-
ing limit.[63] NV centers and other two-level systems have also been characterized in the
weak-coupling limit under electron-beam excitation, but no work to date has demonstrated
electron beam dressed states. [56, 57] Figure 1.13b shows anti-bunching for a single NV
center driven by an electron beam. The work described in chapter 4 provides the first
evidence for the electron beam dressing of two-level systems.

Figure 1.13: (a) Electron beam focused in two NV centers at the same time (left) and a
single NV center (right). (b) Second-order correlation curves measurements from multiple
NV centers (red) and a single NV center (blue).[56]
Chapter 2

The Archimedean nanospiral

The past decade has seen several plasmonic geometries presented for the enhancement of particular nonlinear optical phenomenon. These advances are slowly paving the path toward nanoscale devices capable of manipulating optical signals using either electron or photon based excitations. An efficient means of controlling and manipulating optical signals using plasmonic antennas holds promise for the creation of optical analog circuitry that can run entirely free from traditional electrical currents. In this chapter we will present groundbreaking measurements on the Archimedean nanospiral as a plasmonic architecture. The lack of inversion symmetry of the nanospiral is shown to create stronger second-order nonlinear susceptibilities than any other fully metallic plasmonic system reported to date. The rotational order of the spiral is also shown to contribute to the polarization responsiveness of nonlinear signals from the nanospiral. We continue to experimentally verify the electric field profiles of the nanospiral plasmon and their contributions to far-field emission. Overall, we expand on previous research involving the nanospiral to show that it is not only a useful plasmonic toolbox for linear optical phenomenon, but also an efficient plasmonic element for nonlinear optical interactions in a low-volume metasurface geometry.

2.1 Background of the plasmonic nanospiral

The Archimedean nanospiral stands out from the mass of planar plasmonic geometries for its potential as a single particle toolbox for several optical interactions. The linear properties of this nanoparticle have yielded results in two-dimensional chirality and complex polarization responses. The breaking of inversion symmetry coupled with the chiral nature of this single contiguous particle generate unique near-field electromagnetic patterns that can be exploited for both the linear and non-linear regime of optical interactions.
The Archimedean nanospiral is a spiral where each arm is spaced an equal amount from it neighboring arm regardless of its position. It can be defined by the equation

\[ r = a \theta + b \]  

(2.1)

Where \( r \) is the radius of the nanospiral arm, \( \theta \) is the angle, and \( a \) and \( b \) are constant coefficients. It can also be intuitively defined by four geometric parameters, as illustrated in Figure 2.1a, by winding number, arm width, arm spacing, and thickness. Typical dimensions for a nanospiral with a winding number of \( 4\pi \) that are designed to have plasmon resonances in the optical and near-infrared (NIR) band are arm spacings of 60 nm and arm widths of 40 nm. These nanospirals are fabricated in large arrays of gold particles using EBL. Gold is an ideal material for the plasmonic experiments presented here due to its high charge carrier concentration and mobility. Gold also has a resistance to environmental degradation which allows for repeatable measurements on the same nanoparticle arrays over an extended period of time. A scanning electron microscope (SEM) can be utilized to

![Figure 2.1: (a) Nanospiral geometry layout and parameters (b) Scanning electron microscope (SEM) image of a gold nanospiral fabricated using EBL. Winding number = 4\( \pi \), arm spacing = 60 nm, arm width = 40 nm, thickness = 40 nm.](image-url)
image these particles, Figure 2.1b. When fabricated in large arrays, typically 10x10 particles or more, optical interactions such as absorption become large enough to detect easily. Fabrication details for these nanoparticles can be found in appendix D.

In order to better understand the nature of the nanospiral plasmon excitation, finite-difference time-domain (FDTD) simulations were used to calculate the profile of the electric field enhancement factors near the surface of the metal. Three striking patterns arose in the plasmonic near-field of a $4\pi$ spiral profile corresponding to optical excitations in specific wavelength bands. The simulated extinction spectra shown in Figure 2.2 illustrates the spectral position of these wavelengths. The hourglass mode, $\lambda=580$ nm, only takes place at one resonance point in this calculation. The other two patterns, focusing, $\lambda = 650-950$ nm, and standing wave mode, $\lambda = 950-1300$nm, occur at several resonances with

Figure 2.2: Simulated excitation of the $4\pi$ nanospiral under plane wave excitation calculated in finite-difference time-domain (FDTD) formalism. Blue shaded region represents the optical band in which the hourglass plasmon mode is excited, green - focusing mode, and red - standing-wave mode. [64, 65]
Figure 2.3: (a) High-angle annular dark field (HAADF) image of an EBL fabricated gold nanospiral. FDTD simulations of the plasmonic near field spatial profile of each major band in the nanospiral. (b) Hourglass mode excited at $\lambda = 558 \text{ nm}$. (c) Focusing mode excited at $\lambda = 802 \text{ nm}$. (d) Standing-wave mode excited at $\lambda = 1,240 \text{ nm}$\cite{64, 65}

The plasmonic nanospiral exhibits varying degrees of electric field enhancement. These patterns are especially clear at the resonances shown by the black circles in Figure 2.2. Their corresponding near-field profiles are calculated in the plane crossing the upper surface of the nanoparticle in Figure 2.3.\cite{64, 65}

While each of these modes holds interest in their specific optical responses, the focusing mode is the one of most interest to the research presented here. The initial attraction to the nanospiral geometry for nonlinear optical investigation is the complete lack of inversion symmetry it has about any axis. As was discussed in the nonlinear optical section of chapter 1, breaking inversion symmetry is a requirement for $\chi^{(2)}$ to not be zero. However, the second term in the second-order polarizability term is $\tilde{E}^2$. This means that we must also harness the electric field enhancement factors associated with the plasmon. The focusing
mode has the smallest mode volume of any of the three major bands, and, consequently, the largest electric field as well. This is the optical band that is most promising for second-harmonic generation.

2.2 Experimental methods

2.2.1 SHG detection and analysis

The experimental results on the SHG conversion efficiency of the Archimedean nanospiral were taken with the setup illustrated in Figure 2.4. The excitation source used to measure the SHG conversion efficiency of planar arrays of the Archimedean nanospiral was an ultrafast laser manufactured by Kapetyn Murnane Laboratories. This was a Ti:sapphire oscillator with an output spectrum centered at 800 nm. The laser output pulse width was approximately 50 fs in duration before pulse compression.

The oscillator beam was directed through a 128-pixel, double-mask, spatial light modulator (SLM, Biophotonics Solutions) that uses multiphoton intrapulse interference phase

![Figure 2.4: Experimental setup used for detecting second-harmonic generation from plasmonic nanoparticles. QWP quarter-wave plate. LP linear polarizer. HWP half-wave plate. BPF band pass filter. SPF short pass filter. SLM spatial light modulator.](image-url)
scanning (MIIPS) to compress the 50 fs oscillator pulse to a transform-limited duration of 15 fs.[66, 67] The laser pulse was focused on to the nanospiral array using a lens with a numerical aperture of 0.35 to create a focal spot size of 10 μm. This was characterized using the knife edge technique. The maximum energy per pulse was 0.33 pJ at a repetition rate of 82 MHz and was varied using a half-wave plate and linear polarizer combination. After passing through the nanospiral array, the fundamental (800 nm) was filtered out of the signal using a short-pass filter centered at 625 nm and a band-pass filter centered at 400 nm. The SHG signal produced by the nanospirals was detected using a solid-state photomultiplier tube (PMT) (Hamamatsu, RU-9880U-110) in connection with a photon-counting system (Stanford Research Systems). The polarization state of the nonlinear emission from the nanospiral was analyzed using either a linear polarizer or a quarter-wave plate placed in front of the detector.

2.2.2 FDTD simulation of the near field

In order to connect the spatial profile of the near-field resonance of the nanospiral plasmon, FDTD simulations were made under various optical excitation conditions. All of the FDTD simulations shown in this chapter were made using periodic boundary conditions in the \( \hat{x} \) and \( \hat{y} \) directions that were spaced to simulate the dimensions of the nanospiral array. Two out of phase plane waves were used to simulate circular polarization. Details on using FDTD simulations for calculating the spatial profile of plasmonic resonances can be found in Appendix A.

2.2.3 Cathodoluminescence characterization of the near field

Experimentally verifying these spatial profiles associated with the nanospiral presents some unique challenges. Most near-field measurements techniques for plasmonic structures require a perturbation to the system. One popular method is known as near-field scanning optical microscopy, NSOM, where a tip is placed near the plasmonic surface.
The surface charge distortion on the tip is measured, and a surface charge distribution is inferred from this measurement as a function of the tip position. The problem with this method and several others like it when dealing with a complex system such as the nanospiral, is that one can never be sure what effect the perturbation had on the structure of the resonance.

A reliable method for measuring the spatial profile of plasmonic resonances with nanoscale precision is by observing the cathodoluminescence (CL) from a scanning transmission electron microscope. As illustrated in figure 2.5, an electron beam can be rastered across the surface of the plasmonic antenna while a parabolic mirror above the antenna gathers the luminescence emitted in the direction of reflection. While this emission is only a direct measure of the radiative decay of the plasmon, the strength of the CL with respect to the electron beam position can be directly connected to the local density of states function of

![Figure 2.5: Scanning transmission electron microscope with a parabolic mirror for collecting cathodoluminescence (CL). Transmissive detection methods are used to characterize the mechanical structure of the antenna and the energy lost by the electron.](image-url)
the antenna. Since the interactions take place with one electron at a time that is directly coupling to the dipole moment of the plasmon, there are less perturbations than similar measurements made with a metallic tip interacting with the antenna in the near-field of the plasmon.

A crucial quantity in fully characterizing the near-field behavior of plasmonic antennas is the local density of states (LDOS). This quantity will be discussed in greater detail in chapter 4, but the experiments characterizing the near-field modes of the nanospiral necessitate an understanding of the connection between electron microscopy measurements and the spatial profile of plasmon resonance. The LDOS is defined as the density of states that is available at a given energy for the local electric field. The LDOS has both a radiative and non-radiative portion. CL measurements are a measure of the radiative portion of the LDOS. In order to fully characterize the plasmonic response, CL measurements can be coupled with electron-energy loss which are a measure of the full LDOS. [68]

2.3 Results and discussion

In this section, we describe the second-order nonlinear response from arrays of planar $4\pi$ Archimedean nanospirals with sub-wavelength dimensions. The Archimedean nanospiral commends itself as a frequency-conversion architecture due to its unique asymmetry and two-dimensional chiral response. This geometry has a spectrally complex response in the visible to the near-infrared region and spatially differentiated, near-field configurations, as well as selectively enhanced optical response to the polarization states of incident light.[64, 65] These characteristics make the nanospiral a strong candidate for nonlinear optical applications where a broadband plasmonic element is necessary. Unlike plasmonic structures with globally broken symmetry created by modifying or arranging nanoparticles with some inherent local symmetry, [7, 69, 6, 11] the nanospiral has no local axes of symmetry at all so that the nanospiral can generate second-harmonic light from any polarization state. This inherent lack of symmetry therefore makes the nanospiral an attractive
Figure 2.6: Second-harmonic conversion efficiency as a function of the peak intensity of the exciting pulse (red triangles). Second-order polynomial fit (blue solid line).

candidate for nonlinear metasurface elements.

2.3.1 Second-harmonic conversion efficiency

Figure 2.6 shows the measured second-harmonic conversion efficiency from the nanospiral array (red triangles) as a function of the incident laser power at 800 nm with linear polarization. The result is fit to a second-order polynomial computed in Matlab (continuous blue curve) with an \( R^2 \) value of 0.9911 as calculated. Extensive computer simulations of the spectral distribution of near-field modes of the nanospiral show that the dominant spatial configuration of the plasmon near 800 nm wavelength is the focusing mode, in which the near-field electromagnetic energy is concentrated in the center of the nanospiral. This makes the focusing mode ideal for harmonic generation, since second-order nonlinear phenomena depend superlinearly on the strength of the electric field. The focusing mode of
the nanospiral provides the spatial concentration of optical energy necessary for efficient conversion to the outgoing second harmonic. The structure of this near-field state also provides a polarization-sensitive template for quasi-chiral properties that are described later in this section.

The SHG measurements were not reproducible at powers greater than 280 W per nanoparticle because laser heating deformed the nanospirals, causing them to lose their asymmetric geometry; the shape of the deformations that occurred due to melting can be seen in Appendix B. Up until the point of deformation, the second-harmonic beam from the nanospirals showed no sign of saturation due to nonlinear down-conversion processes. After deformation, the nanoparticles exhibit neither second-harmonic response nor the other properties of the nanospirals. If the nanospirals were coated in a protective silicon layer as shown in references [7] and [6], the power threshold could be increased beyond an incident power of 280 W per nanoparticle in order to create even higher harmonic-generation efficiencies.

Figure 2.7: a) SHG response the axis of a linearly polarized excitation. 0 degrees corresponds to the line drawn between the beginning and end of the spiral (orange arrow). Maximum SHG signal occurs at 30 degrees (red arrow). Minimum SHG signal occurs at 120 degrees (black arrow). b-e) FDTD simulations of the electric-field strength for four different linear polarization states
2.3.2 Polarization modulation

Figure 2.7a shows that the SHG signal is modulated in angle as the axis of linear polarization is rotated with respect to the nanospiral axis. This change in signal corresponds to the changes in the computed near-field electric-field strengths in the center of the nanospiral shown in Figure 2.7(b-e). The maximum SHG signal occurs along the 30°-210° axis where the peak electric-field amplitude of the plasmon is the strongest; the field strength is distributed largely within the interior of the spiral and follows the rotation of the spiral arm through π radians [Fig. 2.7(d)]. The maximum field strength is higher than for other orientations, and the dipoles excited near the center are spatially coherent. Other orientations of the linear polarization vector correspond to decreasing SHG conversion efficiency due to a dissipation of the strong focusing mode along the exterior regions of the spiral. The electron concentrations are spread out well away from the center, and also create incoherent multipolar resonances throughout the spiral. The second-harmonic radiation produced by these physically separate resonances destructively interferes with itself as expected from SHG produced by a spatially symmetric set of electronic dipole resonators.[11] These symmetry effects are evident from brighter edges of the spiral in the simulations.

The second-harmonic response to circular polarizations, however, more clearly illustrates the effects of intra-particle resonances on the electric field strengths and consequently the SHG efficiency. The polarization dependence of the SHG intensity in Fig. 3 shows that for right-handed circular polarization rotating from the outside of the spiral to the inside - there is a larger enhancement than that observed with linear polarization. When excited with left-handed circularly polarized light the nanospirals show a significantly reduced second-order response. The maximum and minimum SHG signals differ by a factor of four, which occurs for an eccentricity of 0.66, where eccentricity is defined as the ratio of minor to major axis of the ellipse traced out by the polarization vector. This dependence on eccentricity arises because the nanospiral is not perfectly circular. The second harmonic conversion efficiency given by I(2ω)/I(ω) - is thus a maximum for right circular polarized
Figure 2.8: Conversion efficiency response to eccentricity and handedness of circular polarization. Horizontal axis corresponds to the two linear polarized states shown by the purple and orange lines. The vertical axis corresponds to completely circular polarizations shown by the red and blue traces.

light and has the value $1.3 \cdot 10^{-8}$.

The nonlinear polarizability that is responsible for second order phenomenon can be written in this case as $P(2\omega) = 2\varepsilon_0 d_{eff}[E(\omega)]^2$ where $d_{eff}$ is the effective second order susceptibility (normalized to the measured efficiency) and $E(\omega)$ is the fundamental pump field. Using a driven Lorentz oscillator model appropriate for electrons in gold, we find that $d_{eff}$ ranges from 15.3 pm/V for RCP excitation to 3 pm/V for LCP excitation. These values are comparable to the $d_{eff}$ measured for tilted gold hemispherical nanoparticles.[6] Even though the nanospiral extinction varies as a function of the incident polarization state, there is nevertheless a finite SHG response to all polarizations. This novel property of the
nanospiral is a consequence of the absence of any local axis of symmetry.

The polarization response of the second harmonic emission is consistent with FDTD simulations shown in figure 2.3. At a wavelength of 800 nm, the focusing mode is excited, concentrating the near-field intensity in the center of the spiral to create a single region of high electric field. Right-handed circularly polarized light assists this electron concentration by driving the electrons from the outer regions of the nanoparticle towards the center. This, in turn, generates increased electric field amplitude and consequently a larger SHG signal. Left-handed circular polarization causes the opposite effect by driving the electrons away from the center of the spiral. Three-dimensional chiral geometries exhibit strong responses to polarization and a geometry that cannot be superimposed upon itself as discussed, for example, in references [70] and [71]. The existence of two-dimensional chirality in plasmonic structures has sometimes been debated, because even thin nanostuctures such as the nanospirals in our experiment, which have an aspect ratio of order 16 are not rigorously planar. Nevertheless, quasi-two-dimensional plasmonic nanostructures with chiral boundary conditions in only two dimensions have been shown to rotate linear polarized light and to convert one polarization state to another.[72, 73, 74] This property can be identified as one albeit only one characteristic of a chiral system.

2.3.3 SHG polarization analysis

We now show that the second harmonic generated by Archimedean nanospirals reveals the complex interplay among polarization states that is the hallmark of this quasi-chiral response. The conversion between linear and circular polarizations was investigated by placing a second quarter-wave plate and linear polarizer in the path of the SHG emission. Figure 2.9 (a-c) show the polarization profiles for three types of incident polarization using only a linear polarizer as an analyzer. The dipolar pattern in Figure 2.9 (a) shows that when the nanospirals are illuminated by linearly polarized light, the SHG emission is linearly polarized about the same axis as the exciting fundamental beam. This is not surprising,
because the localized dipolar plasmon resonance responds to all polarizations. When the fundamental beam is right-circularly polarized, as in Figure 2.9 (b), the SHG emission is still linearly polarized, but the SHG axis of polarization is pinned on the axis 135° from horizontal. Lastly, a fundamental beam with left-handed circular polarization, Figure 2.9 (c), does not produce linearly polarized SHG emission at all.

However, the left-handed circular polarization experiment in Figure 2.9 (c) only shows that the emitted light is not linearly polarized; this result could have occurred either because the SHG was circularly polarized or because it was essentially depolarized. To resolve this question, a quarter-wave plate was inserted between the nanospirals and the linear analyzer, which would have converted any circularly polarized light to the linearly polarized state. Since no axis of linear polarization was evident in the analyzed SHG signal, it was clear that left-handed circular polarized light incident on the nanospirals creates depolarized second-harmonic light. While the signal is lower than SHG from linear or RCP light, it is only a factor of four lower than the maximum signal observed from the nanospirals. This behavior seems to be reproduced by the focusing mode simulations shown in Figure 2.10. When the polarization is driving the electrons towards the center of the nanospiral as shown in Figure 2.10 (a), the strength of the electric field is enhanced. The surface charge density of the plasmon must be ordered if it is to maintain the constructively interfering, multipolar resonance condition that will prevent second-order light from destructively interfering with itself.

When the polarization is driving the electrons away from the center of the nanospiral, on the other hand, a disordered plasmon resonance is created that is simulated in Figure 2.10 (b). Depolarization in plasmon emission has been observed in simple nanoparticle geometries having resonances that overlap spectrally and spatially; the coherent emission from sub-wavelength structures may exhibit partial depolarization in various directions depending on the relative phases of the light. [75, 76] The near-field structure of the LCP excitation in the nanospiral shows regions of high-electric field enhancement that are spatially spread...
Figure 2.9: Each graph shows SHG as a function of a linear analyzer placed after the nanoparticles a-c) was analyzed using only a linear polarizer. d) used a quarter-wave plate before the linear analyzer. These measurements were fitted to a first order Fourier function to determine the polarization state of the emitted light. a) shows that linearly polarized incident light creates linearly polarized harmonic light that was coaxial with the fundamental. b) shows that right handed circularly polarized incident light creates linearly polarized harmonic light with a rotation of the polarization axis by 45 degrees. c) that left handed circularly polarized light creates harmonic light with no dominant axis of polarization. d) shows that the measurements taken in c) was a superposition of all polarizations.
out over larger parts of the nanospiral than in either RCP or linear excitation. This structure contains enough smaller resonances with randomly oriented propagation directions that the resulting SHG emission is completely depolarized. While the polarization conversion observed in nanospirals differs from the polarization rotation that has been demonstrated in other plasmonic geometries[72, 73, 74], the conversion between linear, circular, and depolarized light is evidence of the complex interplay between the second-order response and the near-field structure of the plasmon resonance.

In summary, the Archimedean nanospiral is shown here to produce second-harmonic emission at intensities sufficient for nanotechnology devices. The capacity to modulate the intensity of the SHG by altering the polarization state of the emission, and with efficiencies as large as $1.3 \cdot 10^{-8}$ at 280 W incident power per nanoparticle, the nanospiral is a competitive architecture for all-optical control applications. The nonlinear response to the handedness of circular polarization also reveals the relation between the complex boundary conditions imposed by the spiral shape of the nanoparticle and the plasmon resonance.

Planar frequency-conversion structures are an essential element of plasmonic circuitry. [77] By creating more efficient SHG structures that need not satisfy any phase matching
conditions, and by using localized surface plasmon resonances to further enhance efficiency, we have shown that the nanospiral is potentially significant addition to plasmonic technology. The complex plasmonic resonance structure inherent in the nanospiral, and its complex, but selectable, polarization response, bring additional dimensions to the search for efficient nonlinear plasmonic light sources.

2.3.4 Nanospiral near-field characterization

While previous work have shown strong evidence for the unique near-field profiles of the plasmon known as the hourglass, focusing, and standing wave modes, there was, to the best of our knowledge, no experimental evidence that the nanospiral could support these modes before this work. The nanospirals used in the scanning transmission electron microscope were fabricated on a suspended 50 nm membrane of silicon nitride (SiN). The fabrication details for these nanospirals can be found in appendix D.

Figure 2.11 shows unfiltered and spectrally filtered CL measurements gathered by a PMT made on a 600 nm wide nanospiral with similar dimensions to the nanospiral particles used for SHG generation. The unfiltered CL image, figure 2.11b, contains a superposition of each modes LDOS. We applied optical filters to the CL signal that would filter out increasingly larger portions of the band attributed to the hourglass mode, figure 2.11c-e. The result showed that after the hourglass mode was eliminated, the focusing mode was sufficiently dominate to be seen over the standing wave mode. Figure 2.11e shows the radiative portion of the LDOS that clearly agrees with the FDTD simulation of the focusing mode, figure 2.3c. [64]

An important thing to note here about the hourglass mode is that it is related to the excitation polarization in a different manner than the focusing or standing wave modes. While the hourglass mode remains structurally the same, its major axis rotates to match the exciting polarization. This relationship is convenient for verifying the mode via CL. Instead of spectrally filtering the CL signal, we filter it based on the polarization of the
Figure 2.11: (a) Dark-field image of a nanospiral suspended on a 50 nm SiN membrane (b) Unfiltered CL image. (c-e) CL filtered with a (c) 400 nm long pass filter (d) 495 nm long pass filter and a (e) 565 nm long pass filter. The CL image in (e) best matches the focusing mode in simulations.

CL signal. Figure 2.12 c-e show the CL image using three different orientations of the filtering polarizer. The near-field map this reveals also matches FDTD simulations shown in previous work. [64]

The standing wave mode of the nanospiral takes place in the infrared. This has proven challenging in the current optical detection scheme of our CL microscope. However, a nitrogen cooled InGaAs detector could easily be used to verify this final near-field profile. Smaller nanospirals could possible shift the standing wave mode into a more accessible band.

Overall, we have shown direct evidence supporting the theoretical work previously performed on the nanospiral. [64, 65] We have also established the direct measure of the radiative LDOS as a mean of determining the spatial profiles of plasmonic antennas with
Figure 2.12: (a) Dark field image of a nanospiral (b) Unfiltered CL image (c-e) CL images filtered by a linear polarizer rotated to (c) 0° (d) 45° (e) 90°. The filtered images match the FDTD simulations of the hourglass mode.

nanometer scale resolution. This work is currently unpublished due to an ongoing effort to fully characterize the nanospiral near-field as well as evidence of the two-dimensional chirality shown in the optically induced nonlinear emissions.
Chapter 3

Optical control of SHG in the serrated nanogap

Dielectric materials near the surface of plasmonic nanostructures also exhibit enhanced nonlinear optical responses proportional to the confinement of the electric field.[3, 4, 41, 42] The short excitation lifetime and nanoscale footprint of metasurface devices hold promise for replacing macroscopic nonlinear crystals in biophotonic applications and tunable light sources. While the efficiency of these coupled metal-dielectric systems continues to improve, controlling these systems at timescales that would utilize the ultrashort plasmonic lifetimes remains an obstacle to fabricating nonlinear plasmonic devices that can be used for active manipulation of optical signals. Current plasmonic technology has yet to deliver a method of characterizing and controlling nonlinear signals on the ultrafast timescale.

In this chapter we demonstrate efficient second-harmonic generation (SHG) in a serrated nanogap plasmonic geometry that generates steep electric field gradients on a dielectric metasurface. An ultrafast pump is used to control plasmon-induced electric fields in a thin-film material with inversion symmetry that, without plasmonic enhancement, does not exhibit an an even-order nonlinear optical response. The temporal evolution of the plasmonic near-field is characterized with \( \sim 100 \) as resolution using a novel nonlinear interferometric technique. The nonlinear emission arising from the nonlinear response is also quantitatively separated from \( 2\omega \) signal sources originating from plasmonic effects such as hyper-Rayleigh scattering and two-photon absorption. The ability to manipulate nonlinear signals in a metamaterial geometry as demonstrated here is indispensable both to understanding the ultrafast nonlinear response of nanoscale materials, and to producing active, optically reconfigurable plasmonic devices. The following experiments use poly-methyl methacrylate (PMMA) as a dielectric materials for convenience, but these experiments can easily be expanded to any material that can be deposited in a thin film.
3.1 Plasmonic enhancement of harmonic generation in dielectrics

There have been several iterations of plasmonic geometries designed for the enhancement of nonlinear optical responses of nearby dielectric materials. Some of them can reach impressive conversion efficiencies of order $10^{-6}$ like one shown in figure 1.10b. In their current state, plasmonically enhanced dielectric materials are capable of taking advantage of the small mode volumes and intense electric fields of plasmonic nanoparticles, but they still do not have the speed of modulation necessary to generate practical on-chip devices for signal manipulation.

Although active control over nonlinear plasmonic interactions has been achieved by

![Figure 3.1](image)

Figure 3.1: (a) SHG generation schematic from a plasmonic grating filled with PMMA. Direct electrical contacts on each side of the grating allow for a direct DC electric field application. (b) Third-harmonic generation enhancement as a function of voltage applied across direct electrical contacts shown in (a).[78] (c) SHG from a ITO particle enhanced by a nanorod dimer. (d) Peak power dependence of the exciting pulse. The black curve shows a third-order polynomial fit to the power dependence.[7]
applying DC electric fields[78, 79], the size of contacts and the frequency response of electrical excitation defeat the principal advantages afforded by plasmonic systems, most notably nanoscale footprints and femtosecond interaction times. Figure 3.1 shows an example of plasmonically enhanced second-harmonic generation from PMMA being actively controlled by a DC electric field applied by direct electrical contacts. While this is an effective means of plasmonically inducing nonlinear emissions from a dielectric material, the modulation speed is incredibly low in comparison with the lifetimes of an LSP. Figure 3.1b shows a nanoscale system for inducing changes in the nonlinearity of indium tin oxide (ITO).

### 3.2 The serrated nanogap

The experiments presented in this chapter use a novel plasmonic geometry that was specifically designed for the purpose generating steep electric field gradients within a dielectric filled gap. For this purpose we have designed the serrated nanogap (SNG). A scanning electron microscope image of a gold SNG can be seen in figure 3.2a. These particles were designed with a large aspect ratio in order to spectrally separate the plasmonic responses originating from the long and short axes. These particles are similar to a one-dimensional array of bow-tie shaped dimers with an offset between each side equal to half of the arrays period. The side of the particles opposite the gap being physically connected between each triangle gives the SNG a distinct advantage over a bow-tie array. It drastically reduces electric field enhancement factors that would occur outside of the gap. This allows for nonlinear spectroscopy performed on this system to probe only the material within the gap. Figure 3.2b shows the FDTD simulation of the spatial profile of the SNG plasmon. According the simulation, almost all of the electric field enhancement does indeed occur within the nanogap. There is still some residual electric field enhancement at the upper and lower tips of the SNG, but they are minor in comparison the optical energy concentrated within the gap.
Figure 3.2: (a) Scanning-electron microscope image of a single element of the SNG array 
(b) Finite-difference, time-domain simulation of the near-field intensity of the SNG plas- 
mon excited by a pulse polarized perpendicular to the nanogap or horizontal to the image 
at $\lambda = 800$nm.

The SNG particles were designed and characterized to be resonant at 800 nm about the 
short axis. The aspect ratio between the long and short axis of the SNG is approximately 
4:1. This puts the long axis plasmon resonance far enough into the infrared band that we 
can assume that it does not interact with the optical excitation centered at 800 nm. The SNG 
dimensions were length = 600 nm, width = 300 nm, gap width = 100 nm, and separation 
between adjacent teeth points = 150 nm. The nanostructures were fabricated using electron-
beam lithography and thermal evaporation of gold. Details on the nanoparticle fabrication 
process can be found in appendix D. The SNGs were made in arrays with a pitch of 1 m 
in the x-direction and 2 m in the y-direction. A single array consisted of 82 distinct SNGs 
covered with PMMA 495A4 electron-beam resist to acquire the data with PMMA filling 
the nanogaps.
Figure 3.3: (a) A mode-locked Ti:sapphire laser is coupled to a spatial light modulator (SLM) for control of temporal pulse shape and polarization. The SLM generates transform-limited control and probe pulses with orthogonal polarizations and variable optical power and temporal delays between each 30 fs, 800 nm pulse.

3.3 Experimental methods

The experimental setup used throughout this chapter is illustrated in figure 3.3. Output pulses from a Ti:sapphire laser oscillator mode-locked at 83MHz (KMLabs Cascade) were passed through and compressed by a spatial light modulator (SLM) (Biophotonics Solutions Inc.) in order to achieve a transform-limited pulse 3 fs in duration at the metasurface. The laser pulse train was focused onto the SNG array with a numerical aperture objective of 0.35. The beam was then filtered by a set of two optical filters to in order to block signals from the fundamental wavelengths and processes other than SHG. The first was a high pass filter (Semrock FF01-440/SP-25) with a cutoff at 440 nm and an optical density of 0.01 at 400 nm and 5.5 at 800nm. The second was a band pass filter (Thorlabs FB400-40) with a center wavelength at 400 nm, FWHM of 40 nm, and an optical density of 0.32
at 400 nm and 4.7 at 800nm. The resulting second harmonic signals were detected using a Hamamatsu PMT (RU-9880U-110) connected to a Photon Counter (Stanford Research Systems).

3.3.1 Spatial light modulation

The SLM consisted of 128 liquid crystal cells. Pulse pairs were generated by creating two phase masks from alternating liquid crystal cells to create identical spectral content as illustrated in figure 3.4.[80] The phase mask was then altered for each measurement to scan the probe across the control field with a resolution of 100 as. In order to reduce the power of the control pulse, separate dummy pulses were created with a vertical polarization and temporal separation from the control of greater than 200 fs. These pulses did not contribute to the SHG signal, as confirmed by a hundred-fold reduction in the SHG signal from a purely vertical excitation. This was done due to the inability to control the relative polarization and amplitudes of the pulses generated by the SLM.

By observing the second-harmonic signal as a function of delay between these two
pulses, a type spectroscopy is performed that is similar to pump-probe. However, it is important to note that in traditional pump-probe experiments, the signal from the pump and probe are completely separated via polarization or propagation paths. This second-harmonic interferometry differs in that both pulses are contributing to the electric fields responsible for the SHG emission. These signals can be deconvolved with the inherently superior temporal resolution of this technique. The major limitation on traditional pump-probe measurements arises from the pump and probe needing to be non-collinear with one another. If they were collinear then the signal from the pump would make it impossible to recover how the probe signal varies as a function of delay. Inevitable mechanical vibrations in every optic the pump and probe interact with after separation introduce noise between the phases of the two beams. This prohibits a temporal resolution of less than 100 fs. The second-harmonic interferometry presented here uses two pulses that are constantly collinear. This coupled with the attosecond scale resolution of the spatial light modulator creates a couple of orders of magnitude improvement on the temporal resolution that we can achieve. The experiments shown here use a resolution of 100 as. A study of the limits of the temporal resolution of this technique was not done, because the shortest phenomenon observed here was on the few femtosecond scale.

3.4 Results and discussion

When the nanostructure is excited by a control laser pulse polarized perpendicular to the gap, regions of high electric field form at the points of the teeth, creating steep electric field gradients within the nanogap. When the nanogap is filled by spin-coating poly(methyl methacrylate) (PMMA) onto the sample and the plasmon is excited using an ultrafast laser pulse, intense electric fields within the dielectric oscillate with a period of approximately 2.7 fs. These oscillations rapidly polarize the electronic structure of the PMMA, causing large, time-dependent changes in its effective second-order susceptibilities.

In order to demonstrate plasmonic control over the SHG signal and isolate the SHG
resulting from plasmonic modulation of the dielectric, we employ a spatial light modulator (SLM) configured as shown in figure 3.3 to generate a collinear, orthogonally polarized pulse pair to simultaneously control and probe the plasmonic system. As shown in figure 3.5, the control pulse, polarized perpendicular to the nanogap, excites the plasmon, while the second pulse probes the state of the polarized dielectric in the nanogaps. The orthogonally polarized pulses generate an interference response at the second harmonic of the input pulses that is distinctive for structures with and without PMMA. The high aspect ratio (4:1) of the SNG structure does not allow the probe pulse to be absorbed by the plasmon and thereby contribute to SHG arising from plasmon scattering.

3.4.1 Second-harmonic interferometry

We demonstrate plasmonic control of the SHG output in two steps. In the first, the orthogonally polarized pulse pairs are set to equal intensity levels, with a measured average power of 10 mW in both control and probe beams. The interaction of the two beams generates characteristic SHG interference responses that differ according to whether or
Figure 3.6: (a) SHG as a function of control pulse-probe delay from a bare SNG array. The SHG intensity is normalized to the SHG signal from the control pulse alone. (b) SHG from the same structure filled with the PMMA dielectric. The red solid curve in both graphs represents the temporal envelope of the control pulse.

not there is a thin layer of PMMA in the nanogaps, as shown in figure 3.6. The overall switching contrast for the SHG signal in both cases is 3:1 from peak to valley. The left-hand axes in both figures. 3.6a and b measure the SHG intensity as a function of delay between control and probe pulses normalized to the SHG signal from the control pulse in the absence of the probe.

In figure 3.6a, we see the characteristic SHG interference signature of the bare nanogap array as a function of control-probe delay time, with interference peaks spaced at time delays of \( \tau = n\lambda/c \). As expected, the envelope of the SHG pattern extends beyond the envelope of the control pulse (red curves in figure 3.6, indicating that the SHG signal is temporally broadened. The left and right-hand axes of the graphs show the normalized SHG intensity and the SHG counts for an integration time of 1 s, respectively. The imperfect linear polarization of the pulse pairs generated in the SLM contributed to the background SHG. There is a small shoulder near the intensity minima caused by plasmon-probe interference in the ITO/glass substrate and the air dielectric. Since the evanescent field of the plasmon does not extend deep into the substrate due to the absorption of the gold nanogaps and the ITO layer, this signal is relatively small.

When the SNGs are filled by spin-coating the array with PMMA, on the other hand, the transmitted SHG signal from the SNG array changes dramatically, as shown in figure 3.6b.
Not only does the overall SHG conversion rate, referred to the right hand axes, increase four-fold compared to the bare SNG array, but interference peaks are now observed both at delays of $\tau = n\lambda/c$ and $\tau = n\lambda/2c$. Peaks at $\tau = n\lambda/c$ correspond to constructive interference of the control and probe pulses, as before. Peaks at $\tau = n\lambda/2c$ lie where two 800 nm waves would normally interfere destructively to create an SHG minimum; this second set of peaks results from the optical interaction of the control beam with the probe-pulse-driven dielectric polarization of the PMMA. Due to the continuous pumping of the plasmon throughout the fundamental pulse duration, the envelope of this interference pattern is the result of convolving two 30 fs pulses with the addition of the lifetime of the plasmon, $\sim 10$ fs.[81] This envelope shows us that the resulting SHG pulse is approximately 70 fs in duration. A small change in the absorption of the plasmon due to the change in the dielectric environment after PMMA removal can be seen in the Supplementary Information (S1). However, the total change in absorption was less than 5%, which is not sufficient to account for the change in SHG conversion efficiencies that follow.

### 3.4.2 Single optical cycle oscillations

For time dependent external electric fields, the second-order polarizability depends on the second order susceptibility $\chi^{(2)}$ as,

$$P_{2\omega}(E) \sim \chi^{(2)}(E_{\text{plasmon}}) \int_0^{\tau_p} [E_{\text{probe}}(t + \tau)]^2 dt$$

(3.1)

where $E_{\text{probe}}$ represents the probe field amplitude from the pulse polarized parallel to the gap, and $E_{\text{control}}$ represents the optical field of the control pulse, polarized perpendicular to the gap, that drives the plasmon field.[82] In order to properly characterize the power dependencies of the plasmon driven SHG from the dielectric, it is important to note that the PMMA dielectric is amorphous, and therefore, either of these fields can contribute to SHG conversion.

The second step is to demonstrate explicitly that the plasmon field drives the four-fold
enhancement in SHG intensity when the gap is filled with PMMA. This is accomplished by holding the average power of the probe pulse constant at 10 mW, while raising the control-pulse power in steps from 2.5 to 10 mW. Figure 3.7a shows the variation in SHG yield during the first optical cycle after zero control-probe delay, normalized to the SHG yield in the absence of the probe pulse. The envelope of a single cycle of the normalized control pulse is shown in red. At 2.5 mW control-pulse power, there is already a low level of plasmon-driven SHG developing even in the minimum of the control pulse field. This rather noisy signal is close to threshold and as a result does not show an obvious coherent relationship to the control pulse.

However, for control-pulse powers at and above 5 mW, a clear oscillatory pattern in the plasmon-driven SHG signal that is nearly, but not exactly, $\pi$ radians out of phase with the control field and oscillating at $2\omega$. The maxima in this signal occur at $\tau = n\lambda/2c$, as expected from the data in figure 3.6b; the minima in this signal occur very near $\tau = n\lambda/4c$ and $\tau = 3n\lambda/4c$. The minimum at $\tau = 3n\lambda/4c$ shows the additional interesting feature that it is not as deep, presumably because at this point the control-pulse intensity at frequency

Figure 3.7: (a) A single interference cycle of the SHG signal from a PMMA covered SNG for varying control pulse powers overlaid with the normalized electric field of the control pulse (red). (b) Interference peak height from SHG maximum to minimum as a function of control pulse power. Measured interference heights are fitted to a quadratic function with no linear term with $R^2 = 0.98$. 
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ω, and with it the plasmon field, is once again increasing toward a maximum. This sub-femtosecond snapshot of the SHG signal reveals the dynamics of the plasmon interaction with the PMMA with unprecedented temporal resolution. A possible explanation for this distinct asymmetry in the SHG signal is from the response time of the PMMA. Since the nonlinear properties of the dielectric are being altered at optical frequencies, the polarized material does not fully relax before the plasmon scattering signal associated with the \( \tau = n\lambda/c \) maxima drives a new plasmon excitation. This effect does not appear for lower control pulse powers because the magnitude of the polarization in the PMMA is not as strong as for a 10 mW control pulse. Measurements of SHG from a PMMA film of equivalent thickness showed approximately \( 10^2 \) counts/second at a control pulse power of 10 mW. Changes in intensity for varying control powers were below the noise threshold for this measurement system.

Figure 3.7b shows the peak-to-valley amplitude of the interference intensity, measured as a function of the control pulse power. The lowest values occurring before and after the plasmonic excitation at \( \tau = n\lambda/2c \) have a difference in magnitude of \( 0.5 \times 10^4 \). A quadratic fit (smooth curve) indicates that \( \chi^{(2)} \) depends on the square of the control field for powers well below the optical damage threshold. A model describing this second-order dependence as well as characterizing the response of highly nonlinear materials in this plasmonic geometry remains to be done.

By demonstrating that the SHG efficiency for metamaterial-controlled dielectric scales quadratically with the control field, we have provided a robust platform for ultrafast switchable metasurfaces, efficiently generating nonlinear signals with pulse durations less than 100 fs. The SNG geometry can be used to study the optical properties of thin-film materials at nanometer length scales taking advantage of the polarizing effects of electric fields oscillating at optical frequencies. The SHG spectroscopy enabled by the spatial light modulator makes it possible to separate plasmonically induced second-harmonic light within a dielectric material from light scattered by the plasmon. These experiments can be expanded to
include materials with a larger $\chi^{(2)}$ as well as materials with stronger polarizabilities such as ferroelectrics. This technique is not limited to second-order nonlinearities, which makes it possible to explore third-order nonlinear effects such as phase conjugation and saturable absorption on metasurfaces.
Chapter 4

Rabi flopping in an electron beam driven nitrogen vacancy center

In previous chapters we have shown how we can generate strong nonlinearities by designing the local density of states of plasmonic metasurfaces and dielectric materials. The experiments shown in this chapter continue this theme with one major change in our approach. By studying the photon statistics of an ensemble of NV centers in a single diamond nanocrystal driven by a high-energy electron beam, we enable a combination of high spatial and temporal resolution in the description of nonlinear dynamics in driven quantum systems. In particular, we show Rabi oscillations in an ensemble of NV centers driven by an electron beam. This is, to the best of our knowledge, the first report of a dressed state induced by an electron beam, and it has laid a path toward nanoscale engineering of quantum states in excitonic nanostructures. Most previous research in this area also required cryogenic temperatures in order to maintain coherence over long enough time scales to generate strong coupling between the two-level system and the driving field.[56, 83, 53] This chapter demonstrates coherent quantum oscillations in a nitrogen vacancy center coupled to an electron beam at room temperature. These oscillations not only maintain coherence over tens of nanoseconds, but exhibit Rabi oscillation amplitudes that are larger than any known optically dressed system.

Here we demonstrate room temperature Rabi flopping in a two-level quantum emitter coupled to an electron beam in a scanning transmission electron microscope. This is done by directly measuring the temporal statistics of the cathodoluminescent signal using a Hanbury-Brown Twiss interferometer. Neutral NV center defects in diamond nanocrystals are used as a two-level system. These crystals are placed on a 120 nm silver pillar with a plasmonic response resonant with the NV center zero-phonon line in order to improve the signal-to-noise ratio (SNR). The plasmonic response of the diamond nanocrystal mediates
the simultaneous coherent excitation of multiple defect sites that lead to measurements that appear to be $n^{th}$ order nonlinearities in the second-order correlation functions.

Second-order correlation functions are measured for the phonon-coupled and zero-phonon loss spectral bands. The Rabi flopping observed in these correlation curves violates the Cauchy-Schwarz conditions for classical light sources, described in equations 1.28 and 1.31, providing the first evidence for electron-beam dressing of NV centers. We describe a rudimentary model for electron-beam driven two-level systems in analogy to the existing theory for optical excitations in section 4.2.[83]

Negatively charged NV centers have been identified as potential qubits for quantum information processing, because of the interaction strength between the optically addressable electronic transition and the long-lived spin states.[84] An advantage of using neutral NV defects is that the neutral defect has fewer states to decay through than the negative defect. This means that there is only one radiative transition that needs to be considered when measuring the statistical distribution of cathodoluminescence from these color centers.
4.1 Electronic dynamics of NV\(^0\) and NV\(^-\) defects

When optically exciting NV defects, it is possible to address a specific electronic transition by tuning the wavelength of the excitation source. For instance, the non-phonon assisted transitions that are commonly studied for NV\(^0\) and NV\(^-\) lie at 575 nm and 637 nm respectively, as illustrated in figure 4.2a and b. The photoluminescence emission from this system will then be dominated by the \(^2A \rightarrow ^2E\) transition because it is the only radiative transition in the system if negatively charged defects are not present. The cathodoluminescent studies shown here excite higher energy transitions such as the \(E_P = 30eV\) bulk plasmon mode in addition to the \(^2A \rightarrow ^2E\) transition. [86, 87]

The NV center cathodoluminescence generated in a STEM is shown in figure 4.3. The two main peaks of this emission are the zero-phonon line (ZPL) at 575 nm and the phonon-broadened emission centered around 650 nm. Both of these spectral features come from the transition between the \(^2A\) and the \(^2E\) state shown in figure 4.2b. In the later parts of

![Figure 4.2: (a) An NV center in a diamond lattice consisting of a single nitrogen molecule adjacent to a missing carbon atom.\[85\] (b) The electronic structure of the neutral defect state (NV\(^0\)) contains doublet ground and excited states (\(^2E\) and \(^2A\)) along with a quartet excited state (\(^4A_2\)) (c) The negatively charged defect state (NV\(^-\)) contains triplet ground and excited states (\(^3A_2\) and \(^3E\)) along with two singlet states (\(^1E\) and \(^1A_1\))][84]
this chapter we will examine the effects of phonon scattering on the photon statistics by spectrally filtering out phonon broadened emission, effectively post-selecting the photon statistics of the zero-phonon line CL. The phonon-assisted emission has a much larger bandwidth, \( \sim 200 \text{ nm} \), than the ZPL, \( \sim 10 \text{ nm} \), so that the phonon broadened CL exhibits higher signal to noise ratios at the expense of reduced coherence.

The diamond nanoparticles used in these experiments were dropcast onto a 50 nm thick silicon nitride membrane and excited using a VG-601 scanning transmission electron microscope (STEM). Fabrication details for this membrane can be found in Appendix D. The diamonds used here are of a nominal size of 120 nm with greater than 1200 defects per particle and were purchased from Sigma Aldrich\textsuperscript{®}. The diamond nanoparticles were dropcast onto single crystal silver plates in order to increase the signal to noise ratio of the cathodoluminescence. A FEI Novalab 600 Dual-Beam (electron/ion) focused ion beam (FIB) was
then used to carve out a 4µm ring shaped hole around a single crystal. This created a silver pillar of ∼ 120 nm diameter with a diamond crystal on top as seen in Figure 4.1. The Ag crystal plates were on the order of 1 µm thick and 50 µm wide leaving enough empty space on the 500µm wide SiN membrane for characterizing diamond particles that were completely isolated from silver.

4.2 Rabi flopping in strongly-driven two-level systems

When a two-level system is driven continuously, the probability of the system existing in the excited state varies sinusoidally as a function of time. As shown in the reference [83], this can be seen in the solution of the Hamiltonian for a two-level system driven by a near-resonant sinusoidal potential such as an optical field. The general solution to the time-dependent Schrödinger equation can be written as

\[ \Psi(t) = \sum C_n(t)e^{-iE_n t/\hbar} \phi_n \]  

(4.1)

where \( C_n(t) \) represent the time-dependent probability amplitudes. For any real systems that have several possible transitions, this equation cannot be analytically solved. But, when only one transition is taken into account, this solution can be simplified to,

\[ \Psi(t) = C_1(t)\phi_1 e^{-iE_1 t/\hbar} + C_2(t)\phi_2 e^{-iE_2 t/\hbar} \]  

(4.2)

Under the rotating wave approximation, as described in [88], the solutions to the time-dependent coefficients can be written as,

\[ C_1(t) = e^{i\delta t/2}(\cos(\Omega_r t/2) - i(\delta / \Omega_r)\sin(\Omega_r t/2)) \]  

(4.3)

\[ C_2(t) = i(V_0 / \Omega_r \hbar)e^{i\delta t/2}\sin(\Omega_r t/2) \]

The sinusoidal terms in this solution describes the Rabi flopping with a transition frequency
$\Omega_r = [\delta^2 + \frac{V_0^2}{h^2}]^{1/2}$, where $\delta$ represents the detuning between the driving field and the transition wavelength, $\omega_l - \omega_o$, $\omega_l$ is the perturbation frequency, $\omega_o$ is the transition frequency, and $V_0$ is the amplitude of the harmonic perturbation.

The semi-classical model used above treats the two-level system quantum mechanically but the driving field classically. While this is sufficient to derive the Rabi flopping frequency, in order to understand the photon statistics of such a system we will quantize the optical field, as shown in reference [47], to derive the second-order correlation function for an optically driven system. While the electron beam cannot be treated as a sinusoidal potential, the diamond plasmon excited by the electron beam can be described in terms of raising and lowering operators. [89, 90, 91] We provide a simple model to outline the differences between the optically driven and electron-beam driven Hamiltonian.

We can write the Hamiltonian for the optically driven system by treating it as an open system, $H_S$, coupled to a thermal reservoir, $H_R$.

$$H = H_S + H_R + H_{SR}$$

$$H_S = \hbar \omega_0 a^\dagger a + \frac{1}{2} \hbar \omega_0 \sigma_z + \hbar (\kappa_0 a^\dagger \sigma_- + \kappa_0^* a \sigma_+)$$

$$H_R = \sum_{k,\lambda} \hbar \omega_k b_{k,\lambda}^\dagger b_{k,\lambda} \quad H_{SR} = \sum_{k,\lambda} \hbar (\kappa_{k,\lambda} b_{k,\lambda}^\dagger \sigma_- + \kappa_{k,\lambda}^* b_{k,\lambda} \sigma_+)$$

where $a$ and $a^\dagger$ are annihilation and creation operators in an incident beam of frequency $\omega_0$ and wave vector $k_0$. The operators $b$ and $b^\dagger$ fulfill this role for the vacuum state of frequency $\omega_k$ and wave vector, $k$. $\sigma_{z,+,-}$ are pseudospin operators, $\kappa_0$ describes the coupling between the incident beam and the two-level system, and $\kappa_{k,\lambda}$ describe the coupling between the two-level system and the vacuum state. The pseudospin operators allow us to treat a two-level system in an electric potential analogously to a spin in a magnetic field.

The derivation of the master equation in the density-matrix picture for this Hamiltonian is well known and can be found in reference [92].
\[
\frac{d\rho}{dt} = \frac{1}{i\hbar}[H_S, \rho] + \gamma 2 (2\sigma_- \rho \sigma_+ - \rho \sigma_+ \sigma_- - \sigma_+ \sigma_- \rho)
\] (4.5)

In this master equation, \(\gamma\) is the decoherence rate. This equation can lead in general to a large number of coupled equations that can be difficult to solve. However, for the two-level system interacting with the incident field, the density-matrix elements can be described as,

\[
\begin{bmatrix}
\rho_{22} \\
\rho_{11} \\
\rho_{21} \\
\rho_{12}
\end{bmatrix}
= \begin{bmatrix}
-\frac{1}{4}\gamma & \frac{1}{4}\gamma & 0 & 0 \\
\frac{1}{4}\gamma & -\frac{1}{4}\gamma & 0 & 0 \\
-\frac{1}{2}\gamma & -\frac{1}{2}\gamma & (\frac{3}{4}\gamma + 2i\bar{n}^{1/2}\kappa) & -\frac{1}{4}\gamma \\
-\frac{1}{2}\gamma & -\frac{1}{2}\gamma & -\frac{1}{4}\gamma & (\frac{3}{4}\gamma - 2i\bar{n}^{1/2}\kappa)
\end{bmatrix}
\begin{bmatrix}
\rho_{22} \\
\rho_{11} \\
\rho_{21} \\
\rho_{12}
\end{bmatrix}
\] (4.6)

where \(\bar{n}\) is the average photon number. In order to evaluate second-order correlation functions for this system, we must evaluate the atomic matrix elements using this system of equations. We can define the vector,

\[
\tilde{\rho} = \frac{1}{2}
\begin{bmatrix}
\rho_{22} + \rho_{11} \\
\rho_{22} - \rho_{11} \\
\rho_{21} + \rho_{12} \\
\rho_{21} - \rho_{12}
\end{bmatrix}
\] (4.7)

Using this vector, we can write the formal solution,

\[
\rho(t) = S e^{\mathcal{N}} S^{-1} \tilde{\rho}(0)
\] (4.8)

where \(S\) is represented by,
\[
S = \begin{bmatrix}
S_1 & 0 & 0 & 0 \\
0 & S_2 & 0 & 0 \\
-\frac{\gamma^2 S_1}{\gamma^2 + 8 \bar{n} \kappa^2} & 0 & S_3 & -\frac{2 \bar{n}^{1/2} \kappa S_4}{\frac{\gamma}{4} - \Omega} \\
\frac{2 \bar{n}^{1/2} \kappa \gamma^2 S_1}{\frac{\gamma^2}{4} + 8 \bar{n} \kappa^2} & 0 & \frac{2 \bar{n}^{1/2} \kappa S_3}{\frac{\gamma}{4} - \Omega} & S_4
\end{bmatrix}
\] (4.9)

\[
\Lambda = D(0, -\frac{\gamma}{2}, -\frac{3 \gamma}{4} + \Omega, -\frac{3 \gamma}{4} - \Omega)
\]
\[
\Omega = \left(\frac{\gamma^2}{16} - 4 \bar{n} \kappa^2\right)^{1/2}
\] (4.10)

where \( \Lambda \) is a \( 4 \times 4 \) diagonal matrix in the formal solution to the master equation written in equation 4.8. Once again we can see the origin of the time-dependent oscillations of the state of the two-level system. When \( \Omega \) is imaginary it’s clear from eqns 4.8 and 4.10 that we’re in a strongly driven regime exhibiting Rabi oscillations with frequency \(-i \Omega\). This defines a dressed state limit that can be induced via strong light-matter coupling, \( \kappa \), or large photon number, \( \bar{n} \).

4.3 Second-order correlation functions and Rabi flopping

We utilize a Hanbury-Brown Twiss interferometer to observe describe quantum coherent dynamics of the CL generated in the STEM. This interferometer generates a second-order correlation function, \( g^{(2)}(\tau) \) that exhibits Rabi flopping violating the Cauchy-Schwarz conditions on classical light sources as described in equations 1.28 and 1.31.

The experimental schematic for this experiment is shown in figure 4.4. A beam splitter was used to split the cathodoluminescence signal onto two single-photon counters (Micro Photon Devices® PDMs). A single-photon event timer (PicoQuant® Hydra Harp 400) was used to monitor the time of arrival between consecutive photons, or coincidences, with a resolution of 64 ps. The event timer built histograms over \( 10^4 \)s to generate the \( g^{(2)}(\tau) \) curves presented here. A 2 meter long cable was used as an artificial delay line on detector
A, so that $g^{(2)}(\tau)$ could be observed for both the positive and negative values of $\tau$. An optical bandpass filter (Semrock FF01-575/5-25) was used to single out the ZPL for detection for a portion of these experiments. Photon bunching from a well known thermal light source was used to determine the delay point at which $\tau = 0$.

In order to calculate the second-order correlation curve from the raw data, we use a binomial expansion on equation 1.19,

$$g^{(2)} = \frac{2P(2) + 6P(3) + \ldots}{(P(1) + 2P(2) + \ldots)^2} \quad (4.11)$$

where $P(N)$ is the probability of detecting $N$ photons simultaneously. For these experiments, we have sufficiently low intensities that we can make the approximation that $P(1) >> P(2) >> P(3)$. From this we can write,
\[ g^{(2)} = \frac{2P(2)}{P_A(1)P_B(1)} \]  

(4.12)

For a completely coherent emission source, the \( g^{(2)} \) curve has a constant value of one for all \( \tau \). A thermal state has super-poissonian statistics that result in \( g^{(2)}(\tau = 0) > 1 \) and \( g^{(2)}(\tau \neq 0) < g^{(2)}(\tau = 0) \). These two photon distributions are characteristic of classical light sources. Anti-bunched light has a \( g^{(2)}(\tau = 0) < 1 \) which violates one of the two conditions placed on classical light sources as described in equation 1.28. While \( g^{(2)}(\tau = 0) < 1 \) can suggest single-photon behavior, until it reaches 0.5 it can easily be explained by an interference between two different coherent states or by a source with a small photon number.

We modify equation 4.4 to include \( N \) emitters by replacing \( \sigma_- \) with \( \sigma_{-,i} \) and \( \sigma_+ \) with \( \sigma_{+,i} \) and summing over all emitters. The results of this model are shown in the second-order

![Figure 4.5: Second-order correlation curve for the Hamiltonian shown in equation 4.4 for \( N \) excitations. \( N \) directly represents the number of NV centers contributing to the cathodoluminescence signal.](image)
correlation curves in figure 4.5 for one to five emitters. For large numbers of emitters, $g^{(2)}$ approaches one because of the stochastic nature of the light-matter interactions.

The electron-beam excitation used here fundamentally alters the Hamiltonian for optically driven systems described in equation 4.4. The diamond nanocrystal has a known bulk plasmon response at $E_P = 30eV$ that can couple to the electron beam. Whereas each photon in the optically driven system in figure 4.5 can couple to only one of $N$ emitters, the plasmon coherently decays into up to 14 NV centers. Equation 4.4 can be rewritten to describe these dynamics by replacing the photon creation and annihilation operators of the driving field with plasmon creation and annihilation operators, and by replacing the pseudospin operators with a tensor product of $N$ pseudospin operators describing the $N$ NV centers excited by the diamond plasmon. In the weakly driven regime, this Hamiltonian is consistent with the photon bunching observed in [57] as a result of the simultaneous excitation of $N$ emitters. In the dressed state regime, this Hamiltonian describes an effective $N^{th}$ order nonlinearity resulting in Rabi flopping with amplitudes that increase with $N$ in contrast with optically driven systems. These calculations are being numerically modelled using the quantum toolbox in python (QuTiP) but the results for the electron driven systems are beyond the scope of this dissertation.[93]

4.4 Results and discussion

In order to achieve sufficient SNR, diamond nanoparticles were placed on silver nanopillars on SiN membranes resulting in almost seven-fold stronger CL intensity. The plasmonic enhancement can be seen as a function of electron-beam current in figure 4.6.

The enhanced CL intensity may be a result of Purcell related effects or of additional electron-scattering events or of enhanced NV center excitation mediated by the silver plasmon. The increased recombination rate characteristic of a Purcell effect was not observed in the envelope of the second-order correlation function. This envelope, however, is a measure of the coherence time of the system which is determined by a combination of
the recombination rate and phonon-induced dephasing. Because of the significant phonon population illustrated in figure 4.3, the coherence time is not likely representative the lifetime of the system. Therefore, we did not observe the decreased luminescence lifetime that would unambiguously confirm that this enhancement was the result of a Purcell effect.

4.4.1 Second-order correlation

Previous work done on NV centers in a STEM were done at cryogenic temperatures in order to gather enough signal to show anti-bunching behavior from a single defect site. [56] Here we will look at the statistics of the plasmonically enhanced signal at room temperature. Second-order correlations from plasmonically enhanced NV centers were viewed in two different spectral regimes. First, we will measure the statistics of the entire emission without optical filtering. This will include both the ZPL and the phonon-assisted emission.

A completely unfiltered $g^{(2)}$ curve for the plasmonically enhanced NV center is shown in figure 4.7. The diamond nanocrystals used in this experiment were of comparable defect density to those used in[57], with greater than 1200 NV centers per particle, but the 1 nA
current used was orders of magnitude greater. The maxima of these oscillations violate the Cauchy-Schwarz condition for classical light sources defined in equation 1.28, but not the one listed in equation 1.31, suggesting that the large phonon population results in a slight decoherence of the electron-beam driven system.

The Rabi oscillations in the effective two-level nitrogen vacancy center defect coupling to the electron beam are qualitatively consistent with the model in section 4.3. The current used in this measurement is approximately 1 nA which corresponds to an average of one electron arrival every 160 ps. This excitation rate is below the room temperature lifetime of neutral NV defects of $\sim 20$ ns [94] analogous to a continuous wave photonic excitation source. The Rabi flopping period is about 1.7 ns, and has a decoherence time on the order of tens of nanoseconds which is consistent with previous optically driven second-order correlation measurements.

Figure 4.7: Second order correlation curves for optically unfiltered cathodoluminescence. Rabi flopping oscillations of approximately 1.7 ns in period are present. This measurement was taken with an electron-beam current of 1 nA.
Figure 4.8: Second-order correlation curves for cathodoluminescence spectrally filtered a bandpass filter centered at the ZPL, 575 nm. The same 1.7 ns Rabi flopping period is present.

4.4.2 Zero-phonon line statistics

This experiment was performed on the same plasmonic system after adding a bandpass filter centered at the ZPL of 575 nm in front of the beamsplitter in the Hanbury Brown-Twiss interferometer. Since the ZPL and the phonon-assisted emission are spectrally overlapping, this did not completely filter out the phonon assisted emission, but it does allow the statistics of the ZPL to be the dominant signal in the $g^{(2)}$ curve. The overall Rabi flopping signature retains the same period as with the unfiltered signal, but the amplitude of the oscillations is significantly larger. By filtering out the phonon-broadened signal, we have effectively removed a major source of decoherence. This can be seen in the violation of both of the classical conditions written in equation 1.28 and equation 1.31.
Figure 4.9: Electron beam current dependence of photon-bunching for unfiltered CL.

Figure 4.10: Electron beam current dependence of photon-bunching for bandpass filtered CL at 575 nm.
4.4.3 Rabi oscillation amplitude current dependence

As seen in both figures 4.10 and 4.11, the magnitude of the Rabi oscillation amplitude decreased as the electron beam current was increased. This is qualitatively similar to the reduced bunching with increasing current as seen in NV centers weakly driven by electron beams. As the current is increased, more diamond plasmons are excited within the lifetime of a single defect site. Because each plasmon excites fourteen or fewer NV centers, the system is operating well below saturation and additional NV centers are excited with each excited plasmon. Increasing the electron-beam current in this scenario is analogous to increasing the number of emitters in the photonic picture illustrated in figure 4.5. The Poissonian distribution of electrons within the electron beam drives $g^{(2)}$ towards one with increasing current similarly to the stochastic nature of light-matter interactions driving $g^{(2)}$ towards one with increasing $N$. A complete numerical model of this system is still in development.

This is the first demonstration of quantum coherent dynamics in an electron microscope. The $n^{th}$ order nonlinearity in the Hamiltonian describing the electron-beam dressed state suggests that in a sufficiently coherent system the technique described here could enable the generation of scalable entanglement. With increasing interest in coupling quantum states of light into plasmonic structures [95, 96], particularly for ultratrace plasmonic sensing [97, 98], the ability to generate scalable entangled states of light on-chip will enable parallelizable quantum sensors capable of resolving signatures previously buried in quantum noise.
Chapter 5

Conclusion

The overarching goal of this dissertation was to explore the limits of efficiency and control of nonlinear plasmonic systems. We have demonstrated several methods of using the plasmonic near-field to enhance optical nonlinearities at the nanoscale. This work demonstrates a powerful means of engineering $\chi^{(2)}$ of plasmonic metasurfaces as well as generating coupling strengths strong enough to induce novel quantum optical phenomenon. A key theme throughout this dissertation has been to design optical experiments in order to gain superior temporal resolution than in previous work. This has allowed us to directly observe energy dynamics that have to date been, to the best of our knowledge, unobserved.

5.1 Major achievements

These experiments have answered a few questions on the subject of nonlinear plasmonics, but, more importantly, they have opened up an entirely new class of experiments that will further our fundamental understanding of nonlinear plasmonics. First we will outline the major achievements of this work.

5.1.1 Archimedean nanospirals

We have demonstrated a novel plasmonic geometry with no planar symmetry with a stronger $\chi^{(2)}$ than any previously reported fully metallic plasmonic antenna. The effective second-order susceptibility was $d_{\text{eff}} = 15.3 \text{ pm/V}$, approximately four times larger than that of bulk beta-barium borate. We have characterized the chiral characteristics of a two-dimensional plasmonic antenna via polarization conversion of light as it is converted into second-harmonic light. This polarization conversion was not only more efficient than
previous plasmonic elements, but was able to convert between polarizations across the linear, circular, and depolarized states. STEM-CL measurements experimentally verified the near-field profile of the nanospiral plasmon that had previously only been simulated. This also demonstrated a powerful non-perturbative means of measuring the near-field profiles of complex plasmonic systems.

5.1.2 The serrated nanogaps

We have designed a novel spectroscopy technique involving the interference of an optical pulse and a plasmonic resonance to probe the changes in the nonlinear susceptibility of a dielectric material under plasmonic exposure. Using the new type of spectroscopy, real-time oscillations in the second-order nonlinear susceptibility with a temporal resolution of 100as were observed. This resolution is not the limit of the experimental technique demonstrated here, but there was no information to gain from this system past this resolution. We have designed a plasmonic geometry that can serve as a platform for studying the nonlinear properties of any thin film material that can be deposited within the serrated nanogap.

5.1.3 Electron beam induced Rabi flopping in nitrogen vacancy centers

We have demonstrated Rabi flopping in NV centers coupled to an electron beam at room temperature with coherence times on the order of tens of nanoseconds. We have observed the differences between the maximum second-order correlation values of zero-phonon and phonon-assisted cathodoluminescence.

Each of these contributions has made progress towards a singular goal. We have designed and implemented three unique metasurfaces that have pushed the limits of nonlinear optical interactions in nanostructured systems.
5.2 Future work

While these achievements are exciting for the advancement of plasmonics technology, perhaps what is more exciting is the experiments that are left to be done on each of these systems.

5.2.1 The Archimedean nanospiral

The SHG experiments using the nanospiral were done by varying the geometry over a small parameter space. Due to time limitations, we did not fabricate enough nanospiral arrays to completely optimize nanospiral geometry. While the $4\pi$ spiral with the specific dimensions described in chapter 2 was a particularly good harmonic generator, the harmonic conversion efficiency could potentially be enhanced by optimizing the winding number, arm width, and arm spacing. Also, there are many more types of spirals than the Archimedean one.

5.2.2 Spatial light modulation

The spatial light modulation techniques used in chapters 2 and 3 only scratched the surface of the potential this process has in the study of plasmonics. The temporal control that the SLM allows over the structure of optical pulses could be a boon to both the study of plasmonic nonlinearities and material properties. We have preliminary data that shows an enhancement of the nanospiral harmonic conversion efficiency of about 10% when deviating from a transform limited pulse using a third order polynomial modulation to the optical pulse in frequency space. This shows that the optimal light pulse for harmonic generation is not one that solely generates maximum instantaneous intensities. This process of optical pulse engineering is not specific to the nanospiral, but the complex spatial profile of the nanospiral near-field might be particularly well suited to this type of enhancement.
5.2.3 Second-harmonic interferometry

The interferometry techniques demonstrated here only used PMMA as a dielectric material. This was because PMMA has no natural second-order nonlinear response. This made it easy to detect a change in $\chi^{(2)}$ of this material. The technique we have designed could be used to investigate any material that could be deposited in a thin film within the gap. With processes such as atomic layer deposition and chemical vapor deposition, this could easily be done with dielectric materials that have inherent nonlinearities without being exposed to plasmonic fields. It is already known that plasmons can drive the nonlinear properties of materials that already have impressive conversion efficiencies. [41, 42] This technique could reveal the temporal dynamics of these materials and how they respond to plasmonic fields. The serrated nanogap itself could potentially be coupled to a strongly nonlinear material such as GaAs in order to generate an efficient nonlinear plasmonic device.

5.2.4 Cathodoluminescence photon statistics

We have presented exciting results for exploring plasmonic coupling to longer lived excitations like excitons. The electron beam provided a passive driving field with nanoscale spatial resolution, but no active control over the quantum dynamics of the coupled system. Integrating a dynamically tunable optical control field with the existing electron microscope will enable us to engineer more complex quantum states by introducing active control to the Hamiltonian of the coupled system. Quantum emitters that are less well known for single photon behavior than the NV center in diamond will be investigated. The relatively long lived plasmonic Fano resonance could potentially couple more strongly to these quantum systems due to an increased quality factor. The Ag pillars that were used in this dissertation were not tuned with respect to the NV defect emission wavelengths, nor was the mode volume of the plasmon minimized.
Appendix A

Finite-difference time-domain simulations

FDTD simulations are centered around two approximations of the exact solutions of Maxwell’s equations. The first approximation is that the electric and magnetic fields propagate through a cubic lattice known as the Yee cell. This effective quantization of space, as seen in Figure 1.7, is composed of two interlocking lattices of the electric and magnetic portions of the local field. In order for this approximation to yield accurate results, we must choose a lattice constant for the Yee cell such that the electric and magnetic fields do not change appreciably over a single lattice increment. This means that the resolution of our numerical analysis must be smaller than a fraction of the wavelength, $\Delta \xi < \lambda / 10$. The second approximation is referred to as the “leapfrog arrangement”. This means that while both the calculations for $\tilde{E}$ and $\tilde{H}$ are coupled to one another via Maxwell’s equations, they

![Diagram of Yee cell and field lattices](image)

Figure A.1: (a) Two-dimensional section of the Yee cell electric field lattice. (b) Two-dimensional section of the Yee cell magnetic field lattice. (c) Three-dimensional representation of the Yee cell with interlocking electric and magnetic field lattices. [99]
are not calculated simultaneously. Instead, they are solved sequentially in time. \( \mathbf{E} \) will be solved for a particular time step using previously stored data for \( \mathbf{H} \), and then the next time step will be solved for \( \mathbf{H} \) using the previous data for \( \mathbf{E} \). The advantage of this leapfrog time-stepping is that it can calculate the coupling effects between \( \mathbf{E} \) and \( \mathbf{H} \) while avoiding the time consuming simultaneous solution. [100, 101, 102]

This simulation method can accurately reproduce the far-field emission characteristics of the plasmon resonance, e.g. scattering and transmission, but it is obviously not limited to the far-field. Since \( \mathbf{E} \) and \( \mathbf{H} \) were directly calculated as a function of time and space, we can infer the spatial electric field profile of the plasmonic resonance. This is especially useful for plasmonic characterization as near-field measurements must involve interaction with the plasmonic system at a sub-diffraction size scale. There are a few reliable experimental procedures for doing this, but they are cumbersome and time-consuming in comparison to a few hours use of a computer simulation. Figure 1.8 shows the results of an FDTD simulation on the near-field of a plasmonic gold nanorod. From here we can easily infer the spectral and spatial positions of the plasmon resonance. In short, FDTD simulations allow

![Figure A.2: Finite-difference time-domain (FDTD) simulations of gold nanorods excited with light polarized in the (a) x-direction at \( \lambda = 695 \text{nm} \) and (b) y-direction at \( \lambda = 905 \text{nm} \). The color scale represents the electric field enhancement factor.[103]
us to accurately fabricate plasmonic structures with dimensions that produce the desired dielectric functions, as well as probe the near-field of these structures. We can predict how plasmons will change upon a alteration of their dielectric environment and how they will couple to nearby charge distributions. Near-field information of these plasmonic structures has led to several important plasmonic applications such as electromagnetically-induced transparency and single-molecule detection. [104, 105, 106, 107]
Appendix B

Calculations for SHG efficiency and $d_{eff}^{(2)}$

When calculating the SHG efficiency for plasmonic metasurfaces, one must be careful to consider all of the experimental parameters that are not essential to the nonlinearity of the plasmonic antenna but still contribute to the overall nonlinear signal. These effects constitute a set of correction factors that are necessary to correctly calculate a metasurface nonlinear conversion efficiency. The correction factors that are used in this calculation are:

- filling factor
- background signal
- fundamental leakage
- detector efficiency
- transmission of optical filters
- SHG from other sources

B.1 SHG efficiency

The equation for harmonic conversion efficiency is quite simple. It’s just the ratio of the total intensity of the nonlinear emission and the fundamental excitation.

$$\eta_{SHG} = \frac{I(2\omega)}{I(\omega)}$$  \hspace{1cm} (B.1)

Where, ideally, the term $2\omega$ is purely a result of the second-harmonic produced by the plasmonic antenna. This is, of course, not the case. All of the things listed above can contribute or diminish the total signal and must be corrected for individually. The background contribution, fundamental leakage, and SHG from other sources can all be dealt with by performing an SHG measurement on the bare substrate that is being used to support the plasmonic particles. This signal can then be subtracted from the SHG signal from the plasmonic source. There will be an error created by plasmonic enhancement of SHG from the substrate.
The other factors are simply a matter of careful measurement and calibration. The detectors and filters were calibrated using a well known light source. The filling factor of the nanoparticles was calculated using a scanning electron microscopy image of the particle array. The final equation used was:

$$\eta_{\text{SHG}} = \frac{I_{\text{measured}}(2\omega) - I_{\text{substrate}}(2\omega)}{I(\omega) \cdot f}$$  \hspace{1cm} (B.2)

Where f is the filling factor of the plasmonic array. $I(\omega)$ was calculated based on the laser power as measured by a silicon photodetector.

B.2 Effective second-order susceptibility for the Archimedean nanospiral

The effective second-order susceptibility is written in [3] as

$$P(2\omega) = 2\varepsilon d_{\text{eff}}E(\omega)^2$$ \hspace{1cm} (B.3)

which leads to

$$d_{\text{eff}} = \frac{cnP(2\omega)}{I(\omega)}$$  \hspace{1cm} (B.4)

So the question now becomes how to calculate the dielectric polarization $P(2\omega)$. We can do so by treating electrons in the nanospirals as Hertzian dipoles, for which, in the classical model of the one-dimensional oscillator, we have a time-varying polarization $P(2\omega) = Nex(t)$, with $x(t)$ being determined by the oscillation frequency at $2\omega$. The oscillation frequency at 400 nm is $\nu = c\lambda = 0.75 \cdot 10^{15} \text{ Hz}$. Assume that the electrons can move at the Fermi velocity, which for gold is $v_F = 1.4 \cdot 10^6 \text{ ms}^{-1}$. The dipole moment $x_0$ involves the distance over which the electron can oscillate in one cycle of the electromagnetic field is $x_0 = v_F/\nu = 1.4 \cdot 10^6 \text{ ms}^{-1}/0.75 \cdot 10^{15} \text{Hz} = 1.87 \text{ nm}$. From this we can then calculate (again, still in the classical model) $P(2\omega) = Nex_0$ given that the free-electron density in the gold is $N = 5.9 \cdot 10^{28} \text{ m}^{-3}$,
\[ P(2\omega) = N_{ex_0} = (5.9 \cdot 10^{28} \text{m}^{-3})(1.6 \cdot 10^{-19} \text{C})(1.87 \cdot 10^{-9} \text{m}) = 17.6 \text{Cm}^{-2} \] (B.5)

The energy in a single pulse is 0.33 pJ, with a pulse duration of 15 fs; the focal spot diameter is nearly diffraction-limited and we assume 10 m. The intensity for a single pulse is therefore

\[ I = \frac{4P(\omega)}{\pi w_0^2} = 1.12 \cdot 10^{12} \text{Wm}^{-2} \] (B.6)

We must then correct for the quantum efficiency (measured to range from \(3.6 \cdot 10^{-9}\) to \(1.4 \cdot 10^{-8}\) ), because not every electron is excited at 400 nm; we do not need to correct for the filling fraction within the focal volume (0.12) because that is taken into account by the way we measured overall efficiency. Then for the effective second-order susceptibility, we have

\[ d_{eff} = \eta_{SHG} \frac{cnP(2\omega)}{I(\omega)} \] (B.7)

Using this formalism for linear polarization and left and right handed circular polarization, we calculated the effective second-order susceptibilities reported in chapter 2.
Optical damage in plasmonic antennas

Unlike their macroscale counterparts, optical antennas have a great deal of non-radiative loss. This causes substantial heating of these antennas. If pumped with intense enough light, irreversible damage will take place. Figure C.1 shows an SEM image of a nanospiral that was excited with an optical power exceeding 30 mW. The nanospirals nonlinear and chiral properties were lost after being overexposed.

In order to avoid this, a linear polarizer and half-wave plate combination were used to tune the power of the incident laser. It is important to note that there are published methods for protecting metallic antennas from melting by encasing them in a thin film of silica or similar transparent materials. This method was not used here, but it could be easily employed to push the overall efficiency of the nanospiral harmonic conversion efficiency.

Figure C.1: Gold nanospiral arrays after being exposed to laser powers exceeding the melting threshold of the antenna.
even higher.
Appendix D

Fabrication details for EBL, FIB, and SiN membranes

D.0.1 Nanostructure fabrication

There are several different methods for fabricating plasmonic nanostructures with varying degrees of precision on mass-production capacity. There only two that are relevant to the experiments presented here are electron beam lithography (EBL) and focused ion beam milling (FIB). Here we will outline the basic procedures that were used to create nanostructures used throughout this research. The two techniques are similar in that they both use a charged particle beam in order to mill out a specific geometry. They are unlike chemical synthesis methods in that each individual nanoparticle is formed in a deterministic manner, however they are limited in their ability to manufacture large numbers of structures efficiently.

EBL is a process where a resist material is damaged in order create a mask in the shape of the desired nanostructure geometry. Figure 1.9 shows this process using negative resist and a glass substrate with a 2 nm indium tin oxide (ITO) layer. ITO covered glass is the substrate that is used for the majority of the EBL reported here, but the only requirement on the substrate is that it be conductive. This prevents a build up of charge from the electron beam current. A resist material is then deposited onto the substrate and then exposed with the electron beam in the pattern of the desired nanostructure. The exposure causes the molecular structure of the resist to break down so that it may be more easily removed via a solvent. After the damaged resist is removed, the metal of choice is deposited across the entire surface. After the entirety of the resist is removed, all that is left is the metallic nanostructure. Plasmonic structures made with this process can have feature sizes on the order of 20 nm. Some simple structures can even push this limit down to a few nanometers.
This lower limit on resolution is largely due to the effective interaction volume of the electron. [108, 109, 110]

The other method used in this research for the fabrication of plasmonic structures is focused ion beam milling. This is where the sample begins as a solid piece of material such as a metallic or dielectric film and is milled out using an ion source. Some of the primary elements used for FIB are gallium, argon, and helium. Gallium and argon based FIB processes can reach spatial resolutions on par with EBL, however helium ion sources can surpass EBL by approximately a factor of two. Figure 1.10 demonstrates the FIB process using a thin metallic layer being milled by a gallium ion source. Fabricating plasmonic structures using FIB is clearly superior to EBL when generating structures where the plasmon is defined by the boundary conditions of the vacuum, such as a hole or a grating. However, when generating geometries that involve individual particles like in Figure 1.9, this can be time consuming. [111, 112]

Since neither the fabrication nor simulation process is limited to analytical geometries such as the disc or rod, it is a natural next step to observe the near-field profiles and the dielectric functions of more complex nanostructures. Here we can begin to observe the
effects of curved electron paths and coupling to other systems. These complications will actually be critical to the nonlinear optical effects that we will report in the experimental sections.

D.0.2 Silicon nitride membranes

The silicon nitride membranes that were used in the cathodoluminescence experiments in chapters 1 and 4 were made by a series of etching processes on a 300\(\mu\)m thick silicon wafer with 50 nm of silicon nitride on both sides. These wafers were fabricated by the staff at CNMS. Any electron beam lithography on the surface of the silicon nitride was done beforehand. After EBL, windows were etched into the backside silicon nitride with reactive ion etching and into the silicon with KOH etching. Afterwards, all that remained was the front facing silicon nitride window.

Fabrication details such as dosing, CAD files, and etch times can be found in the fabrication CAD computer at CNMS as well as the clean room notebooks there.
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