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CHAPTER I

INTRODUCTION

Time, money, and personnel limitations are increasingly driving the spacecraft design process. One way to maximize these limited resources is to use Model-Based Systems Engineering (MBSE) to capture knowledge about the system in models instead of documents and to automate and track parts of the systems engineering process. These constraints likewise limit radiation effects engineers and the radiation hardness assurance (RHA) process. Specifically, time and money constraints are limiting the use of radiation-hardened components because of cost and lead time. However, using commercial off-the-shelf (COTS) components within traditional RHA activities is equally, if not more, costly and time-consuming. Even if a project does have the time and money to use radiation-hardened components, these components might not meet performance requirements. Space-qualified components often cost more, have a larger footprint, and consume more power than their commercial counterparts precluding their use in many space-based applications. COTS components are considered for every class of mission because space-qualified processors and memories are usually several technology generations behind. Missions that require processing large amounts of data are unable to meet requirements with space-grade components [1]. Interest in components designed for commercial applications for use in NASA missions was renewed in the 1990s with the use of the Intel 80386 microprocessor on the Solar Anomalous Magnetospheric Particle Explorer (SAMPEX) mission [2]. One of the current examples is the use of the Xilinx Virtex-5 QV Field Programmable Gate Arrays (FPGA) on the SpaceCube processor.
SpaceCube is a high-performance computing box used on multiple experiments on the International Space Station (ISS) [3] and manifested for several future missions.

Many of the COTS components used to meet performance requirements have a large state space to consider for radiation testing consisting of different modes, frequencies, and power levels. The complexity makes qualifying the components for all of the possible operating modes, frequencies, or power levels unreasonable [4]. The components then are qualified only for their use in a specific system. As a result, risk assessments make many assumptions about component use when analyzing the risk from the radiation environment for a system. These analyses are increasingly including system-level mitigation and using radiation test results that are from similar components or even not using radiation tests at all. Leveraging MBSE would make these analyses more transparent and enable the engineers to keep up-to-date with design changes. While NewSpace, which includes CubeSats and large near-earth constellations of satellites [1], seem to be driving constraint-driven design and the resulting changes to the radiation hardness assurance process, missions of all classifications can take advantage of and even require these changes [5].

RHA is the risk assessment and management process for radiation-induced faults. Risk is the probability of failure times the consequence of the failure [6]. Risk assessment is the activity of determining possible faults and failures, what the likelihood of the fault is, and what the consequences of those faults are. Risk management is the activity of reducing the possible faults, the likelihood of the faults, and the consequences of the faults within the constraints of the system. Effective risk assessment and management requires knowledge about the measures of reliability for components and the uncertainty of those measures. The risks for a system depend on the configuration of the components in the system and the mission environment. RHA has two broad methodologies that drive the choice of risk assessment and management activities: risk avoidance
and risk tolerance. Risk avoidance is what is found in most RHA standards currently. The roots of this methodology are found in [7] and shown in Figure 1. The assumption underlying the curve is that a single failure rate, $\lambda$, can be used to describe the “chance” failure rate of components, the middle part of the curve in Figure 1. Assuming that the failure rate is constant, the reliability, one minus the probability of failure, the probability of failure is described by an exponential function. It was assumed that failures that did not fit a constant failure rate would overestimate the failure rate, not underestimate. The emerging NewSpace community is pushing a risk tolerance methodology, which requires the RHA activities to be re-evaluated and revised. This paradigm shift is illustrated in reports like [8], which gives guidance on what verification activities to eliminate based on the risk tolerance of the mission and what the increased risk is as a result.

This dissertation presents a novel method to calculate the likelihood of radiation-induced destructive faults, demonstrated for a silicon carbide (SiC) power metal-oxide field-effect transistor (MOSFET). The method decouples the environment variability from the component failure rate variability by leveraging the fluence distribution for the solar particle environment in Prediction of Solar particle Yields for CHaracterizing Integrated Circuits (PSYCHIC)[9]. The
calculated probability of failure can be included in system-level risk assessment calculations, unlike the current design margin method. Then new guidelines for risk-tolerant risk assessment and management activities for space-based systems are presented. A novel fault propagation model is proposed to enable the evaluation of radiation-induced faults and consequences within traditional model-based systems engineering.

The next section of this chapter presents the CubeSat experiment board used to demonstrate the new guidelines for risk-tolerant RHA. The last section of this chapter describes a web-based modeling environment called System Engineering and Assurance Modeling (SEAM), which captures these new activities.

Chapter II reviews the process for assessing systems for possible faults. This is the part of risk assessment that answers the question: What are the possible faults? The chapter provides background on common radiation effects and environments.

Chapter III reviews the process for assessing the likelihood of radiation-induced faults. This is the part of risk assessment that answers the question: What is the likelihood of a fault? The traditional method of using design margin for total ionizing dose (TID) and displacement damage dose (DDD) is compared to a method for including environment variability and device variability. The inclusion of environment variability is extended to single-event burnout (SEB), and paths for the inclusion of other single-event effects (SEE) are presented.

Chapter IV reviews how to evaluate the consequences of radiation-induced faults. This is the part of risk assessment that answers the question: What are the consequences of a fault? Presented first is a review of current methods for system-level evaluation of radiation effects. Then a new method for describing radiation-induced faults and fault propagation using fault propagation models in SEAM is presented.
Chapter V reviews how model-based engineering can improve risk management. Risk management evaluates the tradeoffs of mitigation activities, which include reducing the likelihood or consequences of faults. The method presented shows how goal structuring notation (GSN), part of the National Aeronautics and Space Administration’s (NASA) latest revision of the Reliability and Maintainability (R&M) standard, can enable the linking of RHA with model-based system models. Linking of models improves the evaluation of tradeoffs in testing and mitigation for radiation effects. This method is implemented on SEAM, and then it is shown how SEAM can help manage risk management throughout the project lifecycle.

Finally, Chapter VI concludes with some thoughts on the exciting opportunities for model-based RHA. Discussed also are some of the challenges, common to model-based engineering in general, to overcome.

**RadFxSat CubeSat Platform**

CubeSats, in their base or 1U form, are 10cm x 10cm x 11cm and up to 1.3 kg satellites. They were originally developed at California Polytechnic State University in 1999 to make space flight achievable and affordable for universities and their students while exposing students to the challenges of real engineering practices and system design [10]. Using the Poly-Picosatellite Orbital Deployer (P-POD) to facilitate ride-sharing and CubeSat deployment, 6 CubeSats were launched in 2003, in 2018, the 1,000\textsuperscript{th} CubeSat was launched [11]. As the CubeSat platform matures, the mission goals for CubeSats have expanded beyond educational goals to include science objectives and technology demonstrations [12]. As the expectations for this platform increase, the reliability concerns of traditional satellites start to become important, especially radiation effects.
The Radio Amateur Satellite Corporation (AMSAT) developed the Fox-1 spacecraft platform to provide power, radio, and telemetry processing for a 1U CubeSat for low-earth orbit (LEO) deployment. The RadFxSat platform was developed at Vanderbilt to enable modular development of CubeSat science payloads with a variety of spacecraft bus configurations. The Vanderbilt University Controller (VUC) provides the electrical and signal interface between the spacecraft and the science experiments. This interface can support up to four experiment boards.

Three experiment boards have been developed for the RadFxSat platform. The Low-Energy Proton (LEP) experiment contains eight commercial static random-access memories (SRAM) as devices under test (DUT) and records the number of bit flips from single-event upsets (SEU) of the checkerboard pattern written to the memories in a five-minute exposure. This experiment first launched and collected data on AO-85 [13], a second one was launched on AO-95 [14], and a third is awaiting launch through ELaNa-20.

<table>
<thead>
<tr>
<th>Launch Program</th>
<th>Vanderbilt Payload</th>
<th>Launch Date And Orbit</th>
<th>Status</th>
<th>Mission Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELaNa-12 (AO-85)</td>
<td>VUC, LEP</td>
<td>Oct. 8, 2015 LEO</td>
<td>Operational 1170 days, switched to beacon only mode Dec. 20, 2018 to manage battery issues [13]</td>
<td>SEU rates for COTS SRAM</td>
</tr>
<tr>
<td>Spaceflight’s SSO-A (AO-95)</td>
<td>VUC, LEP</td>
<td>Dec. 3, 2018 LEO polar</td>
<td>Radio issues discovered during commissioning, still troubleshooting [14]</td>
<td>SEU rates at different orbits</td>
</tr>
<tr>
<td>ELaNa-14 (AO-91)</td>
<td>VUC, 3 REMs</td>
<td>Nov. 18, 2017 LEO polar</td>
<td>Still operational, over 693 days [15]</td>
<td>SEU rates at different bias voltage</td>
</tr>
<tr>
<td>ELaNa-20</td>
<td>VUC, LEPF, LEP, REM</td>
<td>Q4 2019 LEO</td>
<td>Awaiting launch on Virgin Orbit LauncherOne</td>
<td>SEU rates at different technology nodes</td>
</tr>
</tbody>
</table>
Performing the same experiment as the LEP board for a 28nm SRAM is the Radiation Effects Modeling (REM) board. The 28nm SRAM is capable of running in low-power modes by reducing the core bias of the SRAM. The REM experiment board added the capability of changing the bias of the SRAM during flight. This capability enables the science mission goal of recording SEUs at different bias voltages. The REM board is also the board used to model and demonstrate the guidelines and fault-propagation modeling and analysis of the SEAM platform described in the next section. Three REM boards launched on AO-91 [15], and another is awaiting launch on ELaNa-20.

The latest experiment board developed was the Low-Energy Proton FinFET (LEPF) experiment, which contains a 16nm fin field-effect transistor (FinFET) SRAM as the DUT. This SRAM also supports lowering the core voltage for low-power modes enabling the ability to record SEUs at different bias voltages as well. One LEPF is awaiting launch through ELaNa-20. These three experiment boards are part of four different Fox-1 satellites: AO-85, AO-91, and AO-95 have launched, and the fourth is awaiting launch. Table 1 summarizes the RadFxSat missions and their current statuses.

**REM Experiment**

The science objective for the REM CubeSat experiment is to evaluate models used for error rate predictions [16] by counting and reporting the number of radiation-induced errors in a 28nm commercial SRAM. This SRAM is susceptible to SEUs from low-energy protons [17] and electrons [18], [19] in ground tests.

Figure 2 presents a simplified diagram of the REM CubeSat experiment board first described in [20]. The input power from the Fox-1 bus is a regulated 3V rail represented by the blue boxes in Figure 2. This 3V primary power is divided into two different power domains by
load switches to create a rail that supplies the components in green and a rail that supplies the component in orange. There are three regulators on the board to provide the three voltage domains for the SRAM and are the red boxes components in Figure 2. The load switches provide current limiting to mitigate single-event latch-ups (SEL) on the board. These load switches also prevent SEL from propagating to the rest of the satellite. Load Switch A has an auto-restart capability after an SEL, while Load Switch B toggles a flag signal after SEL. The load switches result in five isolated power domains on the REM board. The microcontroller handles running the SEU experiment on the SRAM and reporting telemetry on an I2C bus. The watchdog timer (WDT) mitigates single-event functional interrupts (SEFI) on the microcontroller. Chapters IV and V describe the identification of possible radiation-induced faults and their mitigation for the REM experiment board.

Figure 2. Simplified block diagram of REM CubeSat experiment board, after [20].
RadFxSat-1

The REM experiment was designed for the RadFxSat-1 mission. Three copies of the REM experiment and a VUC were launched as payloads on AO-91 on November 18, 2017 [15]. The capability of decreasing the core voltage of the DUT during flight is used to study the difference in SEU rates at different bias voltages for this mission. Figure 3 presents the spacecraft bus architecture for AO-91 first published in [21], and Figure 4 presents the CAD model first published in [22].
Figure 3. AO-91 spacecraft bus. The Fox-1 bus provides the radio, power, and structure while the RadFxSat bus provides the science payload, after [21].

Figure 4. AO-91 CAD model. Top three boards are the REM experiment board set to different bias voltages. The board above the orange cylinders is the VUC and manages the three REM experiments stacked above the VUC, after [22].
System Engineering and Assurance Modeling

The System Engineering and Assurance Modeling (SEAM) platform was developed in order to better understand the system-level effects on increasingly complex systems and to support the paradigm shift to Model-Based Systems Engineering (MBSE) [23]. The Department of Defense defines a model as “A physical, mathematical, or otherwise logical representation of a system, entity, phenomenon, or process” [24]. MBSE is the process of using the different types of models for a mission and system to capture and connect the design process, and moving the design authority from documents to the model-based environment.

Figure 5. SEAM modeling environment, after [23].
SEAM is a web-based online collaborative modeling and analysis platform [25] that allows users to create assurance case models linked to architectural, functional, and fault models of the system. SEAM is built using Web-based Generic Modeling Environment (WebGME), a web-based modeling tool that allows for the creation of domain-specific modeling languages [26]. Figure 5 shows a screenshot of SEAM. The model, in this case, a Goal Structuring Notation (GSN) model, appears in the modeling editor canvas, the center section of Figure 5. Engineers choose modeling elements from the model parts panel on the left side of Figure 5. Those elements can then be modified in the attributes panel on the bottom right or by double-clicking on the elements in the model editor canvas. Engineers can navigate to other parts of the model and add library parts through the model tree on the top right side of Figure 5. The following chapters will detail how to use the modeling languages and features in SEAM as they are relevant to the risk assessment and risk management process.

SEAM currently supports the following modeling languages, standards, and capabilities:

- Goal Structuring Notation
- NASA-STD-8729.1A Appendices A and B
- SysML Block Diagrams
- Failure Propagation (within SysML block diagrams)
- SysML Requirements Diagrams
- Import/Export of supported SysML diagrams to MagicDraw (XML)
- Functional Decomposition
- R-GENTIC Viewing
- CRÈME Viewing
- Export of Bayesian Nets (XML)
- Export of Fault Tress (XML)
- Linkage between GSN, SysML, and Functional decomposition models
- Coverage checks for GSN, SysML, and Functional decomposition models
- REM experiment board example
CHAPTER II

IDENTIFICATION OF POSSIBLE RADIATION-INDUCED FAULTS

The following chapter describes the three categories of radiation effects and the three radiation environments that appear in the different analyses in the dissertation.

Common Radiation Effects

Radiation effects, or faults, in circuits fall into three categories: TID, DDD, and SEE. There are also multiple types of events within SEE, divided into destructive and nondestructive. The chapter reviews the ones discussed in the rest of the dissertation.

Total Ionizing Dose

Total Ionizing Dose (TID) is the amount of energy deposited in a circuit over time, and the manifestations are usually trapped charge or defect-related energy levels. TID is measured as the energy deposited per unit mass of the material, usually in krads(Si). The dose is the result of high energy electrons and protons ionizing atoms and producing charge carriers as they pass through the dielectric layers of an integrated circuit (IC). The charge accumulated in the insulating oxides of the circuits changes the amount of energy band bending in the transistor, which causes parametric changes in the circuit behavior. For example, trapped charge in the gate oxide changes the gate potential needed to turn off complementary metal-oxide-semiconductor (CMOS) transistors. The trapped charge may lead to an increase in supply current for the IC and eventual functional failure. Trapped charge in field and buried oxides can create parasitic leakage paths in the IC and increase the static power leakage current. TID is generally becoming less of a reliability
issue for CMOS digital ICs because of decreased transistor size and gate oxide thickness. As a result, many COTS can survive the dose accumulated for LEO missions, which is usually less than 30 krads (Si). More details about the mechanisms of TID can be found in [27].

Displacement Damage Dose

Displacement damage is when energetic particles dislodge atoms in the lattice structure of semiconductor devices. This degrades the electrical and optical characteristics of devices through the introduction of new energy levels in the bandgap of the device affecting the recombination lifetime. These effects are permanent, though annealing can decrease the effects and can be part of a mitigation scheme like the one implemented on the Hubble Space Telescope [28]. In Figure 6 from [29], pictures taken by the camera on CubeSat XI-IV show how displacement damage in the CMOS camera caused the picture to turn yellow and darken over the 16 years on orbit. In an

Figure 6. Yellowing and darkening of CMOS camera on CubeSat XI-IV, after [29].
analogous way to TID, displacement damage is measured in terms of displacement damage dose (DDD), which is the non-ionizing energy loss (NIEL) of the particle times the fluence of the particle. More details about DDD can be found in [30].

**Single-Event Effects**

Single-event effects (SEE) is the category of effects that are caused by a single particle. The arrival of the particles is described by a Poisson process. This means that the rate is constant as long as the environment is constant on average over time so that only the time interval of interest determines the number of events. Additionally, the time between events is distributed exponentially [31]. Broadly, SEEs can be further divided into destructive and non-destructive SEEs. For the most part, this dissertation will focus on destructive SEE, except for the mitigation of single-event functional interrupts (SEFI). Table 2 lists common SEE and the types of technologies that are susceptible.

**Single-Event Latch-up**

Single-Event Latch-up (SEL) is when a particle strike deposits enough charge to turn on a parasitic p-n-p-n junction (thyristor) in an IC. The parasitic thyristor structure is shown in Figure 7 and formed by the p+ contact to power, n-well, p-substrate, and n+ contact to ground path notated
by the two bipolar transistors. The parasitic thyristor is inherent to the bulk CMOS process and is a concern for COTS electronics. The current needed to induce latch-up is determined by the bipolar gains and series resistances, which are determined by the geometry of the devices. These factors change with the technology node, process, and specific circuit layout. For bulk CMOS technologies, engineers should assume that ICs are susceptible to SEL [32].

The result of SEL is a self-sustaining electrical short between the power and ground of the circuit, yielding a large current draw. In addition to disrupting the proper operation of the circuit, if power is not quickly removed, the high current event may permanently damage and destroy the circuit, introduce latent damage, or drain a battery source. If mitigation is in place to detect the SEL before the IC is destroyed, power cycling the circuit will stop the latch-up condition. More details about the mechanisms of SEL in different processes can be found in [33].

*Single-Event Burnout*

Single-event burnout (SEB) occurs when a MOSFET transitions from a normal off-state to a bipolar turn-on condition or a second breakdown state due to a particle strike, usually through...
the depletion region of a MOSFET when it is off. The first SEB was measured in 1986 [34], and by 1990 it was shown that effective LET, the standard method for calculating SEE rates, was a poor approximation for rate prediction of SEB [35]. Figure 8 shows the voltage-current characteristics for a MOSFET when off [36], [37]. RHA for SEB has been focused on finding the safe operating area (SOA) voltage to ensure that SEB does not occur during a mission. In the case of silicon MOSFETs, if the off-state voltage is always below the second breakdown voltage, the component will not experience SEB.

SEB in silicon carbide (SiC) power devices was first reported in diodes in 2006 [38] and MOSFETs in 2012 [39]. In [40], an additional damage region was described and is shown in Figure 9. SiC devices have an area between the safe operating area and the SEB sensitive area where individual particle strikes cause leakage current increases. The mechanisms for the discrete leakage current increases are still being researched [41], [42], but the design implication is that the SOA for SiC devices would need to be below the voltage where leakage current increases are seen. The leakage current increase is assumed to be latent damage, which decreases the life of the component.

Figure 8. Characteristics of SEB in Si MOSFET devices, after [36],[37].
Single-Event Functional Interrupt

A single-event functional interrupt (SEFI) results from a type of SEU. A SEU is when a particle strike deposits enough charge into a memory element to change the state of the memory, changing a stored 0 to a stored 1 or vice versa. Depending on the intended function of the memory element, different types of faults are at the system level. SEUs in the SRAM for the REM experiment board are detected by writing a known pattern to the memory and then reading it back and checking for differences. Because the SRAM is a DUT and not used to store data or programs, the effect of the SEU is limited to the memory. An SEU in the program counter register of a microcontroller could change the next instruction executed. This type of SEU is a SEFI because the SEU in the control registers or program memory causes a functional disruption in the microcontroller software [43]. Mitigation of SEFIs in microcontrollers will be discussed in Chapter V. More details about the mechanisms of SEUs are in [44].
Radiation Environment Models

The near-Earth space radiation environment is divided into two types of particle groups: trapped and transient. The magnetosphere causes particles to become trapped in “belts” around the earth, mainly protons and electrons. The inner belt, which has trapped electrons and protons, starts at about 0.2 Earth radii or 1,000 km. The inner belt is above the orbit of most LEO satellites except for the dip in the belt at the South Atlantic Anomaly (SAA), where it decreases to 200 km from the surface of the Earth. The SAA affects almost all LEO missions. Transient particles come from solar particle events and background particles come from galactic cosmic rays (GCR). The solar cycle influences the number of transient particles.

Over the last decade, several radiation environment models have been created or improved to provide probability distributions of particle populations. By describing the environment probabilistically, the fluences of particle populations for different energies can be calculated for different confidence levels (CL). In addition, these models enable the ability to decouple the uncertainty in the radiation environment from the uncertainty in the component response. For the latest developments in space climatology models, see [45]. The models used in this dissertation are briefly described below.

Trapped Particle Environments

The International Radiation Environment Near Earth (IRENE), also known as AE9/AP9, models the fluxes of the trapped protons and electrons based on 37 data sets. IRENE also estimates the uncertainty from the measurements and space weather variability and quantifies the uncertainty as statistical CLs. IRENE is designed to replace AE8/AP8 and to be able to incorporate new data sets. Additionally, future updates are planned to account for solar cycle variation [46]. The mean fluences for IRENE are similar to the AE8/AP8, as seen in Figure 10.
Solar Particle Environments

The Prediction of Solar particle Yields for CHaracterzing Integrated Circuits (PSYCHIC) [9] is a probabilistic model for solar heavy-ions extending the Emission of Solar Protons (ESP) model [47]. PSYCHIC provides fluences for each ion and energy level for a mission time from a lognormal cumulative distribution function (CDF) of the fluences.

When estimating the environment for radiation effects, the uncertainty in the environment can be handled in different ways. Solar particle environments exist for worst day, worst week, and CLs from 1% to 99%. Missions use different estimates of the environment depending on the criticality of the component and the risk posture of the mission. These different estimates still do not account for the environment variability that comes from describing the environment using the lognormal CDF mean and standard deviation. For some missions, considering the average environment matches the risk posture of the mission and reduces the chance of overdesign. Chapter III presents this new method.

Figure 10. Comparison of differential proton fluences for AP8 and AP9, after [46].
**Galactic Cosmic Ray Environments**

The Galactic Cosmic Ray (GCR) model used in CRÈME96 is the Nymmik model [48]. The particle flux variation is modeled as a function of the sunspot number. In [49], the average error is measured to be about 25%. GCR fluxes currently are not described probabilistically like the trapped environment in IRENE and the solar particle environment in PSYCHIC.

**Conclusions**

Trapped environments, the main contributor to TID and DDD, can be described probabilistically. The first part of Chapter III describes a method by Xapsos [50] used to decouple uncertainty in the environment and uncertainty in part-to-part variability to get a probability of failure for the component. What is considered “failure” for a component from TID and DDD depends on the components’ use in the system. Chapter V describes ways to model and analyze the critical parameter that determines failure.

Transient environments are the main contributor to heavy-ion induced SEE. The second part of Chapter III describes a new method to calculate the probability of failure from SEB for a solar-particle dominant mission. Non-destructive SEEs can be intentionally or unintentionally masked at the system level. Chapter IV presents a new method to model the fault propagation of SEEs in order to evaluate the system-level consequences. Chapter V shows how the fault propagation model can be used to model the mitigation of SEEs as well.
CHAPTER III

LIKELIHOOD CALCULATIONS FOR RADIATION EFFECTS

Once the possible radiation effects in a system are determined, the next step is to calculate the likelihood of the effects. Depending on the broad category of effect (TID, DDD, or SEE), the environment (trapped, solar, GCR), and the risk posture for the mission, this involves calculating a design margin or a probability of failure. This chapter outlines the information necessary for these calculations and introduces a new method for calculating the likelihood of SEB in SiC devices with direction on how it can be applied to other SEEs.

Motivation

In [51], the authors propose a method to predict the failure rate, \( \lambda \), of a component from radiation effects, assuming the failure rate from radiation is independent of other types of failures. The authors assume that the SEE, TID, DDD failure rates are independent failure rates, through TID has been shown to affect the SEE rates of components since 1983 [52]. In order to calculate the SEE rate, the failure rate of each different type of SEE is summed. By summing the failure rates, the authors assume that each type of SEE is independent, which is usually not true. For example, SETs and SEUs are not independent rates. Some percentage of SET are latched as SEU in devices.

Additionally, TID and DDD failure rates are treated as end-of-life failures and do not account for parametric degradation, which can also cause a system failure. The authors in [51] were awarded the Best Paper Award for the 2016 Reliability and Maintainability Symposium, one of the top conferences for reliability engineers. There is a gap between what radiation effects
engineers are currently providing for reliability analysis and what the reliability community desires. This chapter presents likelihood calculations for different radiation effects that could be incorporated into system reliability assessments. Chapter V presents possible avenues for including probabilities of failure in system-level calculations.

**Dose Likelihood Calculations**

There are two main methods for determining the likelihood of failure from TID and DDD. One is radiation design margin (RDM) [53], with a variation being radiation design factor (RDF) [54]. The second is a method published in 2017 for calculating the probability of failure that decouples environment variability and part-to-part variability [50]. The next section describes these approaches.

*Risk Avoidance Radiation Hardness Assurance: Radiation Design Margin*

Risk avoidance RHA methodology ensures that individual piece parts in a system will perform to their specification in the planned mission radiation environment. A common practice is the use of RDM to categorize components and their risk of failure. The RDM methodology intends to capture the uncertainty of device performance and the environment definition in a single “margin” (e.g., TID failure level). The required probability of survival and level of confidence for the system also determines the margin.

The first step is to categorize components in order to identify those that need the most monitoring and mitigation to survive the radiation environment. Categorization is the critical activity of RHA [53]. After the radiation environment for the mission is defined, the candidate component’s radiation sensitivity is either found or tested. Then the required performance in the system is determined. These three results are combined to determine the RDM for the component.
Figure 11 presents this RDM process flow. RDM results in components initially placed into one of three categories: unacceptable, hardness critical, and hardness non-critical. RDM is defined in Equation 1 as the ratio of the nominal radiation failure level of the component to the radiation specification.

$$RDM = \frac{R_F}{R_{SPEC}}$$ (1)

The nominal radiation failure level, $R_F$, is determined by both the system use and the results of the component radiation tests. The radiation specification, $R_{SPEC}$, is determined first as the free-field environment incident to the spacecraft.
There are two different methods for determining which RDMs fall into which categories: Design Margin Breakpoint Method (DMBP) and the Part Categorization Criteria Method (PCC). DMBP is a qualitative approach to determining the breaks; more details can be found in [53]. PCC uses the average and standard deviation of the component characteristic data along with the required system-level probability of survival and level of confidence to determine the breaks and is shown in Figure 12. Assuming that the component radiation failure level is a lognormal distribution, the PCC is calculated using Equation 2.

\[
PCC = e^{K_{TL} S_{ln}(RF)}
\]

\(K_{TL}\) is the one-sided tolerance limit that is a function of sample size, probability of survival, and level of confidence and \(S_{ln}(RF)\) is the sample standard deviation of the natural log of the failure levels measured for the component. The full process is described in [55] and [56].

These three categories reflect the types of RHA activities that are prescribed for the component, based on the level of risk acceptability for the mission. The goal of the RHA activities is to move all the components into the hardness non-critical category by the end of the design process. If this is true for all the components in the system, then a worst-case probability of survival and confidence level prescribed for the system surviving the radiation environment is met. RDM methodology includes “hidden” margins in order to provide relief against some of the known and unknown uncertainties in the RDM calculation [57]. These include heating from the spacecraft during operation, hidden margins in the environment models, and hidden margins from the worst-case circuit analysis that determines the radiation failure level.

<table>
<thead>
<tr>
<th>RDM</th>
<th>≤ 1 to 2</th>
<th>RDM</th>
<th>&lt; PCC</th>
<th>≤ RDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unacceptable</td>
<td></td>
<td>Hardness Critical</td>
<td></td>
<td>Hardness Non-Critical</td>
</tr>
</tbody>
</table>

Figure 12. Categories using PCC method, after [53].
As described in [54], often organizations impose a blanket RDM of 2 or 3, even when uncertainty studies have shown that RDM should be between 3.5 and 11.5. Historically, limitations on spacecraft mass for missions has made the imposition of a required RDM that high impossible. In these cases, the RDM is referred to as a radiation design factor (RDF), to prevent the implication that a RDM of 2 means a margin of 100 percent. In this case, the probability of survival and the level of confidence required by the system do not determine the RDM. Only Equation 1 is used, and if the calculated RDM is two or greater, than the component can be used in the system.

For TID, the standard recommendation for missions is to determine that the components can survive to a dose level twice the mission specification. This criterion comes from the original RDM process that divided unacceptable and hardness critical categories by a RDM of 1 to 2 [58] and best practice guidelines developed at NASA [54], [59]. The original RDM process assumes that most components in the system fall into the hardness non-critical category, with the categories of unacceptable and hardness critical to help determine resource allocation in a hardness assurance plan. By using an arbitrary design margin of 2, originally intended to allocate radiation mitigation resources, the probability of the component surviving is lost and obscured, as demonstrated in the next section in Figure 13. Using an arbitrary design margin of 2 on a component does not imply anything about the probability of the entire system surviving. If missions do not have the resources to acquire components that will meet the margin calculated when using Equation 2 to determine what the cut-offs for each of the categories, a different measure of reliability should be used. A method that quantitatively describes the uncertainty in the environment and the test data is described next.
Risk Tolerant Radiation Hardness Assurance: Probability of Failure

For missions with higher risk acceptance at the component level, the traditional RDM approach does not account for system-level mitigation, leads to overdesign, and precludes many components, including commercial off-the-shelf (COTS) components. RDM does little to illuminate the consequences of trading risk in the system. Xapsos presented a method that determined the probability of failure from TID or DDD instead of a design margin [50] for the trapped radiation environment. The probability of failure for a device randomly selected from the lot(s) characterized by $G(x)$ for the device’s total dose response in the space environment characterized by $H(x)$ is

$$P_{\text{fail}} = \int [1 - H(x)] \cdot g(x) \, dx$$

(3)

$G(x)$ is the cumulative distribution function (CDF) of the failure doses for a device. Component dose failures are assumed to be a lognormal distribution. The CDF is derived by ranking the component failure dose and then fitting to a lognormal distribution. Using the estimated lognormal parameters, the probability distribution function (PDF) $g(x)$ is calculated. $H(x)$ is the CDF of the expected environment total dose. It is obtained by computing 99 trapped environments in IRENE [46] and then ranking the histories using the median rank method. The probability of failure is calculated by numerically integrating over dose.

This method was compared to the RDM method by assuming an RDM of 1 was the same as the 50% CL. The confidence level is plotted versus the RDM and is reprinted in Figure 13. For an RDM of 2, a commonly required margin, the confidence level is actually 96% for the component analyzed for TID, and 79% for the component analyzed for DDD. Figure 13 illustrates that when RDM is required instead of calculating the Part Categorization Criteria (PCC), described in the first part of Chapter II, based on the actual system required probability of survival, CL, and the
number of components tested, the RDM is arbitrary. The RDM obscures where the margin actually is: the amount of radiation expected during the mission or the radiation failure level of the component.

**Single Event Effects in Power Devices Likelihood Calculations**

Destructive SEEs in power devices pose challenges for risk avoidance RHA methodologies. For example, error rate prediction for SEB and SEGR is difficult because the sample size required to generate traditional cross-section curves is large [60] and the tests are destructive. However, in some emerging technologies, like silicon carbide (SiC) MOSFETs, derating the operating voltage by even 50% [61] does not eliminate the risk of SEB and might negate the benefits of using the technology in the first place. SiC MOSFETs are of interest for space applications requiring high-voltage, high-temperature operation [62] with low on-resistance. Worst case failure rates calculated for these devices would preclude their use in many critical applications [63]. However, there are applications such as a large constellation of CubeSats with
spacecraft-level redundancy or a high-temperature power application [64], where these devices are under consideration. There are also many applications where SiC devices are still better than silicon devices, even though the drain voltage is derated significantly. A less conservative reliability estimate would provide value to a design team.

First, the risk avoidance method of determining the SOA for a device is presented. Then a new method to predict the probability of failure for risk-tolerant systems is described. Environment stress, the mission dose, and device radiation tolerance were combined in an estimate of mission TID and DDD failure probabilities in [50] and described earlier in this chapter. Berg in [65] presented a reliability estimate for SEE�s as a function of particle fluence. These two methodologies are synthesized to construct a new assessment of catastrophic SEB reliability that includes environment variability. Probabilistic models for multiple solar particle environments are combined with aluminum shield thickness and device derating to estimate the probability of catastrophic failure from SEB for 1200 V SiC power MOSFETs. The reliability is compared between a GCR environment, a solar maximum environment at a 90% confidence level (CL), the worst day environment, and an average solar maximum environment derived from accounting for the environment variability. Failure rates are analyzed to provide a measure of reliability over a 1- or 2-year geosynchronous earth orbit (GEO) mission. This methodology shows how these parameters significantly impact the estimated reliability for SiC power MOSFETs.

Risk Avoidance Radiation Hardness Assurance: Safe-Operating Area

The prescribed method for RHA in power devices is to derate the voltage to a point where no SEB is seen for a worst case environment [60], [66]. The standard test methods do not provide much guidance on how to confidently determine the SOA and focus instead on how to find the cross-section curve [67], [68]. One reason for this focus is that current limiting circuits can mitigate
SEB in Si devices. As discussed in Chapter II, this is not a possible mitigation strategy for SiC devices. In [69], a method for determining the SOA for risk avoidance missions is presented. Similar to the PCC calculation for TID and DDD reliability calculations, the procedure uses the number of devices tested and the desired confidence level to establish a SOA with margin.

Risk Tolerant Radiation Hardness Assurance: Probability of Failure

In this section, a new method is presented for computing the probability of failure for a SiC device susceptible to SEB in the heavy-ion environment of space and was first published in [70]. The method incorporates the SiC burnout thresholds for different operating voltages and the heavy-ion environment variability. After estimating the solar particle environment, the portion of the environment that will cause radiation-induced failures is determined. For SEB, this occurs when a particle deposits enough charge in the sensitive area and the MOSFET drain-source junction is reverse biased beyond a critical voltage (the SEB threshold voltage). Two assumptions are made to calculate the probability of failure from SEB for a SiC MOSFET.

First, it is assumed that the component tested represents the entire population of parts. The radiation community does not usually account for part-to-part variability for destructive effects in power devices as that variability usually is small for space-grade devices [68]. Commercial Si power MOSFETs exhibit considerable variability [69]. Part-to-part variability has not been measured in SiC power devices yet, but if commercial SiC devices did exhibit similar variability, this variability could be incorporated similar to how [50] incorporated for TID and DDD.

Second, it is assumed that any particle within an acceptance angle and with a linear energy transfer (LET) above the critical LET will result in SEB if it hits the sensitive area while the component is in the off state. Figure 14 shows how the SEB threshold voltage changes for a Wolfspeed C2M0080120D (1200V, 80 mΩ) SiC MOSFET as a function of LET [61]. The test
circuit grounded the device gate and source with the drain biased. For the device tests, the ion beam was at normal incidence and in vacuum. The beam characteristics are in [61]. From the “hockey stick” curve in Figure 14, the safe operating area for this device is below 525 V, the voltage at which the critical LET saturates. The device is not susceptible to SEB if operated below this voltage. To calculate the probability of failure from SEB for this component, the test points above the safe operating area, the first four points in Figure 14, are used. The probability of failure from a destructive SEB when operating below 525V is assumed to be zero.

In this method, it is assumed that the failure rate is proportional to the particle flux, similar to the lethal ion failure analysis from [71] and [72]. For a given drain bias, an ion is considered “lethal” if:

1. The ion LET is at or above the critical LET for SEB
2. The ion hits the SEB sensitive area (σ)
3. The ion hits when the device is off (1-duty cycle)
4. The ion hits within the angle of sensitivity (θ)
Equation 4 determines the proportionality factor $k$. This constant combines $\sigma$ (cm$^2$) the SEB sensitive area, $1 - \text{duty cycle}$, corresponding to the fraction of time the device is off, and $(1 - \cos \theta)$, which is the acceptance angle in which burnout may occur.

$$k = \sigma (1 - \text{duty cycle}) (1 - \cos \theta) \quad (4)$$

Using the device and conditions reported in [61] and [63], the sensitive area of the MOSFET is $3 \times 10^{-2}$ cm$^2$, the duty cycle is 50%, and the angle of sensitivity around the normal is $\pm 15^\circ$. The conversion of angle around the normal to solid angle normalized to steradians for a whole sphere is $2 \times 2\pi (1 - \cos \theta)/4\pi$. The arrival of a particle that causes SEB during a mission is a random event [73], [31]. In Equation 5, the random variable for the exponential distribution is fluence rather than the commonly used random variable of time. Let $x$ be the random variable of the total mission fluence above the critical LET. The probability that the device experiences SEB is calculated using Equation 5.

$$F_G(x) = 1 - e^{-kx} \quad (5)$$

Next, PSYCHIC was used to generate spectra with CL from 1% to 99% for 1- and 2-year missions in solar maximum. Each environment was transported through 100, 200, 500, and 1000 mils of aluminum shielding using CREME96 [49] and folded into an integral LET spectrum. This process produces a CDF of the fluences above the critical LET for SEB shown in Figure 14 for the

<table>
<thead>
<tr>
<th>SEB Voltage (V)</th>
<th>Derating (%)</th>
<th>$\text{LET}_{\text{crit}}$ (MeV-cm$^2$/mg)</th>
<th>Color and Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1100</td>
<td>92</td>
<td>1</td>
<td>Green Triangle</td>
</tr>
<tr>
<td>850</td>
<td>71</td>
<td>2</td>
<td>Orange Square</td>
</tr>
<tr>
<td>650</td>
<td>54</td>
<td>3.9</td>
<td>Purple Diamond</td>
</tr>
<tr>
<td>600</td>
<td>50</td>
<td>10</td>
<td>Pink Circle</td>
</tr>
</tbody>
</table>
total mission time. Figure 15 plots the CDFs for different critical LETs for a 1- and 2-year mission with 100 mils of shielding. Each curve contains 99 points corresponding to the cumulative fluence for the CL 1% to 99%. The fluence axis is a log scale. The critical LET levels for the curves, from right to left, are 1, 2, 3.9, and 10 MeV-cm\(^2\)/mg. These LET values come from the test values in Figure 14 and correspond to a specific SEB threshold voltage listed in Table 3.

The CDFs of the fluence above a critical LET was used instead of the rectangular parallelepiped (RPP) method to determine the space environment. Effective LET has been shown

![Figure 15. Fluence probability distribution for a (top) 1-year and (bottom) 2-year solar max, GEO mission with 100 mils Al shielding, after [70].](image)
to be invalid for destructive events in power devices [60], [74]. The lethal ion method accounts for ion track length through the use of the angle of sensitivity. The LETs used in this work assumes a target material of Si. The difference in the LET spectrum between Si and SiC was within the measurement error for the experiment. Therefore, the rest of the chapter uses LET(Si).

Notice that the CDF curves in Figure 15 shift to the right from 1 year (top) to 2 years (bottom) as the number of particles expected during the mission increases. The width of the CDF curves from 1 year to 2 year decreases because the model relative uncertainty decreases as the mission time increases. The variability in the solar cycle averages out as mission time increases. The environment CDFs were fit with a lognormal distribution, the mean and standard deviation were estimated, and the probability density functions (PDF), \( f_\mu(x) \), were calculated. Equation 6 uses PDFs. The calculated lognormal mean and standard deviations for the different environments are listed in Table 4.

The probability of zero SEB events during a mission, or the reliability, is one minus the exponential cumulative distribution function \( F_G(x) \). This is considered the strength distribution. The particle fluence \( f_\alpha(x) \) provides the stress distribution. Assuming the two probabilities are

<table>
<thead>
<tr>
<th>Environment</th>
<th>( \mu ) (1 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \sigma ) (1 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \mu ) (2 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \sigma ) (2 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \mu ) (3.9 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \sigma ) (3.9 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \mu ) (10 LET(Si) (MeV-cm(^2)/mg))</th>
<th>( \sigma ) (10 LET(Si) (MeV-cm(^2)/mg))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 years, 100 mils</td>
<td>12.7 0.926</td>
<td>11.0 0.926</td>
<td>7.16 0.926</td>
<td>7.04 0.926</td>
<td>6.22 1.15</td>
<td>6.57 1.15</td>
<td>5.0 0.926</td>
<td>4.06 1.15</td>
</tr>
<tr>
<td>1 year, 100 mils</td>
<td>11.7 1.15</td>
<td>10.1 1.15</td>
<td>8.85 1.15</td>
<td>6.62 1.15</td>
<td>2.63 0.926</td>
<td>2.96 0.926</td>
<td>1.7 1.15</td>
<td>0.756 0.926</td>
</tr>
<tr>
<td>2 years, 200 mils</td>
<td>10.6 0.926</td>
<td>8.76 0.926</td>
<td>7.5 0.926</td>
<td>5 0.926</td>
<td>2.63 0.926</td>
<td>2.96 0.926</td>
<td>1.7 1.15</td>
<td>0.756 0.926</td>
</tr>
<tr>
<td>1 year, 200 mils</td>
<td>9.69 1.15</td>
<td>7.82 1.15</td>
<td>6.57 1.15</td>
<td>4.06 1.15</td>
<td>2.63 0.926</td>
<td>2.96 0.926</td>
<td>1.7 1.15</td>
<td>0.756 0.926</td>
</tr>
<tr>
<td>2 years, 500 mils</td>
<td>8.12 0.926</td>
<td>6.2 0.926</td>
<td>4.96 0.926</td>
<td>2.63 0.926</td>
<td>2.96 0.926</td>
<td>2.96 0.926</td>
<td>1.7 1.15</td>
<td>0.756 0.926</td>
</tr>
<tr>
<td>1 year, 500 mils</td>
<td>7.19 1.15</td>
<td>5.26 1.15</td>
<td>4.02 1.15</td>
<td>1.7 1.15</td>
<td>2.96 0.926</td>
<td>2.96 0.926</td>
<td>1.7 1.15</td>
<td>0.756 0.926</td>
</tr>
<tr>
<td>2 years, 1000 mils</td>
<td>5.91 0.926</td>
<td>4.26 0.926</td>
<td>2.96 0.926</td>
<td>0.756 0.926</td>
<td>2.96 0.926</td>
<td>2.96 0.926</td>
<td>1.7 1.15</td>
<td>0.756 0.926</td>
</tr>
<tr>
<td>1 year, 1000 mils</td>
<td>4.97 1.15</td>
<td>3.33 1.15</td>
<td>2.03 1.15</td>
<td>-0.18 1.15</td>
<td>2.03 1.15</td>
<td>2.03 1.15</td>
<td>-0.18 1.15</td>
<td>-0.18 1.15</td>
</tr>
</tbody>
</table>
independent, the reliability (R), one minus the probability of failure, of a device is calculated using static stress-strength analysis [75], [76].

\[
R = \int [1 - F_G(x)] f_s(x) \, dx
\]  

Equation 6 is numerically calculated over the mission fluences for a given LET\textsubscript{crit}. Each mission length, shielding thickness, and LET\textsubscript{crit} have individual CDF curves like the ones in Figure 15 that are used to derive \( f_s(x) \). These critical LETs used to model the environment correspond to different operating voltages for the device. The SEB threshold voltages for critical LETs of 1, 2, 3.9, and 10 MeV-cm\(^2\)/mg correspond to operating voltages of 1100, 850, 650, and 600 V, respectively, in Figure 16. This figure shows the reliability of a component that exhibits SEB for a GEO mission length of 1 (a) or 2 (b) years for SEB threshold voltages of 1100, 850, 650, and 600V and 100, 200, 500, and 1000 mils of aluminum shielding. For example, if the component is derated by 50% so that the operating voltage is 600 V with 200 mils of Al shielding, the component reliability is 96% for a 1-year mission and 91% for a 2-year mission.

When the critical LET for a device is relatively low for the expected mission environment, the preceding method can calculate the reliability of that component. The ability to calculate the probability of failure is useful when derating the operating voltage to a SOA would eliminate the technology advantage of the component. The reliability estimate can be used to evaluate the effectiveness of derating, shielding, and limiting operational time. For the device in this paper, derating the voltage alone is not enough to achieve high reliability. To achieve an estimated reliability above 80%, the components need to be behind at least 200 mils of Al shielding for a 50% voltage derating. If the components can be heavily shielded, lower derating voltages could be considered. For example, for a 1-year mission behind an equivalent of 1000 mils of aluminum
shielding, operating the component at 850 V (derating it to 71%), corresponding to a critical LET of 2 MeV-cm²/mg, the reliability is estimated to be 99%. This high equivalent shielding case can happen after performing a ray-trace analysis for a component located deep inside of a spacecraft with spot shielding. When adding shielding to increase the reliability, consider the effect on the mass budget of a system.

Figure 17 compares this novel reliability prediction method to the background GCR environment and the worst day solar particle environment. CREME96 was used to calculate the

![Graph showing the reliability of parts that exhibit SEB.](image)

Figure 16. Reliability of parts that exhibit SEB. (top) 1-year (solid lines) and (bottom) 2-year (dotted lines) GEO missions. The triangles are for an operating voltage of 1100 V, the squares 850 V, the diamonds 650 V, and the circles 600 V, after [70].
integral fluence for all of the critical LETs [49]; 10 MeV-cm$^2$/mg for various shielding thicknesses at solar maximum is shown in Figure 17. The GCR environment, worst day solar particle environment, and the 90% confidence level environment for solar maximum through 100 mils of aluminum shielding as integral fluences are plotted in Figure 18. Equation 5 was used to calculate the reliability for the different environments, based on these fluences. The solar maximum environment fluence does not include the fluence from the GCR environment when calculating the reliability.

When the critical LET is 10 MeV-cm$^2$/mg and the shielding thickness is below 400 mils, the solar particle environment limits the reliability of the component because the calculated reliability is lower than the reliability calculated for the GCR environment. As shielding increases, and the lower energy solar particles are more effectively shielded, the GCR component of the environment limits the reliability. Figure 17 also shows a prediction based on the 90% confidence
Recall a confidence level of 90% means there is a 90% chance that the fluence will not be greater than predicted for the given mission length. If one were to consider this as a worst-case environment, the component reliability would be underestimated by a factor of $3\times$ for nominal shielding of 100 mils of aluminum. For noncritical applications, including environment variability gives a better estimate of reliability. Figure 17 also shows the difference in reliability calculated for an extreme environment often mentioned in radiation requirements, the worst day environment. The probability of surviving the worst day environment is higher than the reliability predicted that includes environment variability but lower than the 90% confidence level environment.

**Conclusions**

Presented were two methods to show how environment variability can be included to calculate the probability of failure. The new method for destructive SEE does not rely on a large testing sample that would be required to construct traditional cross-section curves for each possible
operating condition[60], or assumptions related to effective LET [77]. By including environment variability, reliability for a component can be calculated that is not worst case and allows for the evaluation of components for noncritical systems where the possibility of a destructive SEE is tolerated. For the 1200 V SiC power MOSFETs used outside of the safe operating area in this paper, the reliability was calculated for a range of derating voltages, shielding, and mission length. Shielding thickness and the derated voltage have a substantial effect on the reliability in a solar particle environment with low critical LET. These techniques may increase the reliability to an acceptable level in noncritical applications.

**Extensions**

Several extensions to this method could be explored to incorporate different types of variability. George, in [69], shows that assuming no part variability is invalid for Si components. In this case, where the LET of the particle does not predict the component response, the environment fluences should be binned by atomic number and energy, similar to the method in [72]. Different lethal ion rates could be calculated for each angle of sensitivity to cases where there are different cross-section curves for different angles [71]. For power devices, the sensitive volume is large relative to the ion track. For destructive events where the sensitive volume is small, Weeden-Wright in [78] shows that energy deposition variability is significant for small sensitive volumes. Designers may need to consider this variability in addition to environment variability for calculating probabilities of failure for SEEs in highly-scaled devices. This method assumes that there is no way to recover from an SEB as a destructive event. For nondestructive events that can be described with an angle of sensitivity, this method could be extended to provide an error rate that could be used in availability assessments.
CHAPTER IV

EVALUATING CONSEQUENCES OF RADIATION-INDUCED FAULTS

This chapter reviews how to evaluate the consequences of radiation-induced faults. Presented first is a review of a current method for system-level evaluation of SEEs called single-event effect criticality analysis (SEECA). This method helps illustrate the complexity of determining the consequences of SEEs. Then a novel method for describing radiation-induced faults using fault propagation models is presented using the SEAM platform. Two possible paths for quantifying and evaluating the consequences of faults at a system level are presented that can be auto-generated from SEAM. One is using Bayesian Nets (BN) and is published in [79], and the second is using Fault Trees (FT) and will be published in [80].

Qualitative Evaluation of Radiation-Induced Fault Consequences

Two of the processes from SEECA are presented to describe how the consequences of faults at the component level are evaluated at a sub-system or system level. Then these analyses are modeled using fault propagation diagrams in SEAM for the REM board.

Single Event Effect Criticality Analysis

Non-destructive SEEs like SETs, SEUs, and SEFIs, pose a unique challenge for determining the consequence of the fault. These faults usually have a high likelihood, but the majority of the faults are masked [81]. For example, a SET in a digital device is only observed at the next stage of the circuit if the transient is large enough to be latched. In analog circuits, the transient has to be larger than the filtering in the circuit to have a higher-level consequence. SEFIs
are a particular case of an SEU in a device register that causes a notable mis-behavior of the component. The likelihood of a SEFI depends on the configuration of the component. Additionally, if the component has software, the state of the software running on the component affects the SEFI rate as well.

Single-Event Effects Criticality Analysis (SEECA) is the analysis of SEEs on system performance [82]. The process is an implementation of functional analysis, usually a systems engineering task, for radiation-induced faults. The goal is to determine the effects of SEEs on the functions of the component, sub-system, or system, in order to define the problem and to
implement mitigation that minimizes the impact on the system. The first step is recreated from [82] in Figure 19. The goal is to determine the criticality of the functions and what components, sub-systems, or systems implement that function. If the function is error-functional, meaning it

Figure 20. SEU propagation analysis method, after [82].
can tolerate many faults, then components are chosen that have a predicted error rate that is less than the availability requirement for that function. If the function is error-vulnerable or error-critical, meaning it can tolerate only a few faults or no faults, respectively, then components and mitigation are chosen to drive the error-rate to zero.

Another process in SEECA is the SEU propagation analysis method recreated in Figure 20. In this case, SEU refers to both bit flips and transients. First, determine if the component is susceptible to SEUs and what the threshold LET is for the SEU. Then, compare that threshold to the highest LET likely to be seen in the environment for the mission duration. If the SEU threshold LET is below the highest expected LET for the mission environment, determine the device sensitive areas. For example, a memory device is susceptible to SEUs in both the memory cells and the control logic, but the level of susceptibility will be different for each. Then the operation parameters are determined. For example, the SEU rate for an SRAM cell increases with decreasing bias voltage. Next, the effect of the SEUs on device performance is determined, usually through circuit simulation. For example, fault injection techniques can be used to determine the effects of SEUs for the software application on a device [81]. Then the SEU effect on the component level is analyzed analogously on the circuit level. For example, an SRAM being used to store data results in a bad data point versus an SRAM being used to store software program instructions results in a SEFI. The consequences are then fed to analyses for sub-systems or systems until the functional impact on the system is determined. Based on the criticality of the function, further mitigation may need to be implemented or a new component chosen in order to lower the error rate.

Fault Propagation Models in SEAM

SEAM supports the SysML Block Diagram language to capture the system architecture. Within the blocks in the block diagram model that represent components in SEAM, modeling
elements have been added to capture fault propagation models. This novel method is described in [79] and [80]. In the SysML Block Diagram modeling language, the blocks represent components or subsystems, and the ports in the blocks represent the component interfaces. The interconnections between the blocks represent the interaction between the components. The fault propagation models are graphs within the blocks where edges represent the cause-effect relationship for propagating the fault to effects. The nodes for the fault propagation model include Fault nodes (F) that correspond to faults in the component, Anomaly nodes (A) that represent observable deviations from some nominal value, Effect nodes (E) that represent the functional degradation, and Response nodes (R) that describe any mitigation functions. Figure 21 summarizes these blocks. Labeled fault propagation edges to and from the component’s interface port describe fault propagation across component boundaries. These labels allow the engineer to determine which faults propagate to which anomalies within the component for faults that originate outside the component. The links between the component ports, which represent the component interactions via energy and information flows, are used to represent the fault propagation paths between components. The energy ports are marked with a P in the fault propagation model and are black
ports in the block diagram model. The information ports are marked with an S in the fault propagation model and are the green ports in the block diagram model. This radiation-induced fault modeling is based on Temporal Failure Propagation Graphs (TFPG), described in [83] and [84].

For TID, the cumulative dose over time causes parametric changes in components leading to total part failure as reviewed in Chapter II. It can be seen as a degradation mechanism that moves the end of the ‘bathtub curve’ to the left, shortening the expected life of the component. Depending on the use of the component in the system, parametric changes due to TID can cause system failure. In other cases, a catastrophic component failure might lead to system failure. In addition, the degradation of a component depends on the bias and load of the component in the system. A linear regulator used on the REM experiment board is used to show an example analysis. Some of the listed electrical characteristics on the datasheet for a linear regulator include minimum input voltage, regulated output voltage, line regulation, load regulation, output voltage noise, shutdown

Figure 22. Fault propagation model for linear regulator with all possible anomalies from TID.
threshold, ripple rejection, quiescent current, and current limit [85]. These possible anomalies are modeled in Figure 22. The anomalies are not connected to the device ports to ensure that the engineer considers whether each degradation is important to the system performance. These characteristics also depend on the load current and operating temperature of the device, as well.

TID could degrade the nine characteristics listed here, and that degradation will change with output load and temperature. Whether the parametric shift will affect the system depends on the component’s use in the system.

For the linear regulators on the REM experiment board, the quiescent current and the regulated output voltage were the main parameters of concern. The line regulation and load regulation were not of concern since the input voltage and output load were not expected to change much during the mission. The experiment running on the REM board was not also expected to be sensitive to noise or ripple. These parameters were checked using a visual inspection of the output voltage on an oscilloscope during testing. Since the application circuit did not use logic levels or power bus voltage close to the datasheet limits, the shutdown threshold and minimum input voltage were not precisely measured. Instead, they were checked with a pass-fail test. Lastly, the current limit was not checked because the system was also using a load switch with a lower current limit.
than the one on the linear regulator. Figure 23 shows the modified fault model. The TID-induced faults originate from the “TID” fault block. The main faults of concern are a change in the output voltage and leakage current. The change in the output voltage is modeled as the anomaly “Out_of_spec_Voltage” and propagates out of the component through the “Vout” port. The anomaly “Leakage_Current,” the increase in power supply current, propagates out of the component through the “Vin” port.

The previously described analysis and capture of that analysis in the SEAM fault propagation models is performed for every component in the system. To figure out the radiation-induced failure mechanisms that should be considered, resources like R-GENTIC [86] can be used.

For the REM experiment board, the SEEs of concern were SEL and SEFI. SEL testing is expensive, time-consuming, and destructive, so components were assumed to be susceptible to SEL based on prior knowledge of CMOS commercial components. Because the REM experiment board was a constraint-driven, risk-tolerant mission, SEL faults were assumed to be a possibility for every component in the system and mitigated at the system-level. Figure 24 shows the linear regulator fault model with the addition of the SEL fault and anomaly.
Quantitative Evaluation of Radiation Induced Fault Consequences

One of the challenges of estimating the reliability of a system is determining when faults lead to an observable failure that results in the loss of a function. Space-based systems are impacted by thermal, shock, and vacuum environments in addition to radiation. These faults are not independent, and quantifying the interaction is challenging. Two methods for quantifying the consequences of radiation-induced faults are presented. Both of these methods, Bayesian networks (BN) and fault trees (FT), are graph structures. SEAM fault propagation models are used to generate these structures. The quantification and calculation of those nodes and graphs is a continuing area of research.

Bayesian Net Analysis

Bayesian networks (BN) are directed graphs that model the conditional probabilities of random variables. For space-based systems, BNs are interesting for determining the effect of the radiation environment on a system because the different types of radiation effects are not necessarily independent. For example, TID can increase the SEE rate for a component. In the case of the REM experiment board, a BN is used to show the interaction of three environment conditions:

1. TID-induced faults will increase over the mission life
2. The SEL rate will depend on whether the satellite is in the SAA.
3. The SEL rate will probably increase with TID

In [79], a BN is constructed for the REM experiment board from the SEAM model and used to perform a sensitivity analysis. Using the SEAM models to construct the directed graph of the BN is presented here. The population of conditional probabilities for the nodes is a continuing area of research.
The nodes and edges in the BN structure are identified by traversing all the fault paths in the SEAM fault propagation model. The structure is refined by grouping the radiation-induced faults of TID and SEL in each component in top-level environment nodes. Also, wherever possible, anomalies, degradation, and mitigation responses are abstracted into component nodes whose states correspond to the health of the component or functionality of the component. The graph is further simplified based on expert knowledge.

Figure 25 shows the refined BN for the REM experiment board. Top-level nodes are introduced to capture the mission-operation time as well as the mission environment. These nodes influence the nodes related to radiation effects (TID, SEL). The states of these nodes represent the

![BN Model](image)

Figure 25. BN model for the REM experiment board, after [79].
probability of the presence of a fault (SEL) or the strength of the radiation-induced degradation (TID). Additionally, because of the orbit of the REM experiment boards, the SEL rate is affected by the location of the experiment in its orbit: whether the satellite is over the SAA.

The nodes bearing the component names, LoadSwitch, Microcontroller, LinearRegulator, and SRAM, reflect the health and performance of these components. The states in these nodes correspond to the correct or incorrect functioning of the component. In the case of the SRAM, the “correct operation” and “incorrect operation” states represent whether the SRAM experiment correctly ran the SEU experiment for a five-minute exposure. The “unavailable” state represents the cases when SRAM is not available for operation because of a system reset related to mitigation or malfunctioning of other components. Details on using the BN to perform a sensitivity analysis are published in [79].

The BN evaluates the impact of the radiation environment on the performance (availability and correctness) of the REM experiment board. It assesses the performance degradation of individual components in the context of the radiation environment as well as the impact of degradation of other components. For instance, the SRAM correctness and availability for the mission experiment depend on the radiation level and performance of the microcontroller and the linear regulator.

*Fault Tree Analysis*

Fault tree analysis (FTA) is when an undesirable state for the system, a failure, is analyzed to find all the ways that the failure can occur [87]. The tree structure that is created during the analysis shows the logical relationships of how the steps to the failure occur, including events that need to happen in sequence or parallel. In [88], FTA is performed on a CubeSat flight computer that results in an estimated lifetime for the board for a space environment. The failure of the flight
computer board is the top-level failure. Nine different failures are identified that can cause the board to fail: FPGA failure, passive component failure, PCB thermal failure, programming circuitry failure, supervisory circuit failure, timing reference failure, memory failure, I/O failure, and power regulation failure. Then each of these nine failures is further analyzed. After this analysis, the board failure is plotted as unreliability vs. time. The author acknowledges that the paper does not cover different radiation mitigation strategies or how to model them [88]. This dissertation addresses how to model mitigation strategies that can be incorporated into FTA in Chapter V.

In [80], a general method to automatically generate FTs from the functional decomposition and fault propagation models embedded in SysML block diagram models was presented. The method for creating radiation-induced fault propagation models was described previously in this

![Figure 26. Generic functional decomposition model used to generate fault tree, after [80].]
The REM experiment board was used to demonstrate the possible impact of radiation-induced faults in components on the functionality of the board.

First, the functional decomposition model is used to generate the top of the fault tree. Each function is translated into a “Lost Function” intermediate or top event in the fault tree. Then AND nodes in the functional decomposition model are translated into OR gates in the fault tree and vice versa. The component nodes at the bottom of the functional decomposition model are translated into basic events called “Lost Component.” Figure 26 shows a generic functional decomposition on the top, and that diagram translated to a fault tree in Figure 27.

The next step involves updating the fault tree based on the information contained in the SysML model and the underlying fault propagation model. For each component that contains at least one fault, the “Lost Component” basic event in the fault is converted to an intermediate event. For each fault, a basic event is added to the fault tree. For each “Lost Component” event, the

![Fault tree diagram](image)

Figure 27. Fault tree automatically generated from Figure 26, after [80].
underlying fault events are connected through an “AND” logic gate, unless the fault model indicates that the faults are connected through an “OR” anomaly. Then the fault tree is updated by traversing from each fault and following the rules below. Figure 28 shows the result in red.

Figure 28. Auto-generated fault tree including component fault propagation, after [80].
• For each anomaly (AND/OR) encountered in the path, add a corresponding logic gate (AND/OR) to the fault tree.

• For each effect node encountered in the path, ensure that there is a corresponding logic relationship between the fault event and the “Lost Function” event in the fault tree.

• For each response node encountered in the path, ensure that the fault event does not lead to “Lost Function” events until the mitigation function is also lost.

• Eliminate any AND logic gates that have only one input.

• Eliminate any OR logic gates that connect to other logic gates and not to basic or intermediate events.

Figure 29 shows the fault tree generated for the REM experiment board. The redacted branches of the tree, for readability, are notated with dotted lines below the node. The functions in the functional decomposition models are now lost function (LF) events in the fault tree. The

Figure 29. Top of the fault tree auto-generated for the REM experiment board, after [80].
components in the SysML models are now the lost component (LC) events. In the fault propagation models, components can either be lost by a TID-induced fault or an SEL-induced fault. Fault tree events with a circle below are basic events. The basic events are where the probabilities of failure, like the ones described in Chapter III, can be included. “FMAND” nodes are AND connectors between basic events and the loss of a corresponding mitigation strategy. This AND combination reduces the probability of the higher-level event. In the REM experiment, this is demonstrated in the SEL failure mode. The load switches implement the mitigate SEL functionality. For a SEL fault to cause a higher-level loss of function or component, such as “LC_Power,” both the SEL fault “FM_POWER_SRAM_DFF_SEL” has to occur and the “Detect and Mitigate” function has to be lost, as shown in Figure 30. The probability of loss of the load switch is designed to be very

Figure 30. LC_Power auto-generated FT. The dotted lines indicate more nodes below, after [80].
low through part selection, and so the combined probability, the product of the probability of an SEL fault and the probability of failure of the load switch, would decrease the loss of component probability.

Conclusions

Evaluating the consequences of radiation-induced faults is one of the most challenging aspects of RHA because of the amount of information need about the system and the mission. Capturing the evaluation of consequences in a modeling environment helps keep track of the information and can lead to some automated analysis. Risk management, including mitigation strategies, are discussed in more detail in Chapter V.

When mitigation strategies can be represented in fault propagation models, the automated fault tree generation provides a means to analyze the effectiveness of the mitigation in terms of the functionality of the board. The effect of applying the mitigation strategy will be reflected in the lower probabilities associated with the corresponding fault that is mitigated. In the case that the mitigation strategy does not cover every fault path, this would also be brought out in the FTA.
CHAPTER V

MODEL-BASED RISK MANAGEMENT FOR RADIATION-INDUCED FAULTS

After the possible risks are assessed and analyzed, then the activities related to risk management take place. These activities reduce the possible faults, the likelihood of the faults, and the consequences of the faults within the constraints of the system. These constraints may be time, money, or personnel in addition to functional and performance requirements for the system. One measure of risk management is calculating the “ilities”: survivability, availability, criticality, and reliability for components, sub-systems, and systems. Reliability is the probability that a component will accomplish a function within the specified time in a specific environment [6]. Changes to the component, time frame, and environment will change the reliability, which will be reflected in the relationship between probability and time. Risk management requires knowledge of the system, including changes to mission parameters and system design. Missions that use model-based mission assurance (MBMA) enable closer integration of system design and design analysis to improve risk management.

NASA’s Office of Safety and Mission Assurance (OSMA) created the NASA Reliability & Maintainability (R&M) hierarchy to require that reliability and maintainability activities and decisions for a mission be presented in a graphical format [89]. In addition to simplifying the evaluation of system reliability, the R&M hierarchy accommodates reliability evaluation of systems developed within the Model-based System Engineering (MBSE) paradigm. MBSE is the application of models to support activities related to system requirements, design, analysis, verification, and validation through the entire life-cycle of a system [90]. The R&M hierarchy
became the Reliability and Maintainability standard (NASA-STD-8729.1A) for NASA in 2017 [91], and the top of the hierarchy from Appendix A of the standard is shown in Figure 31.

In response to increased expectations on the capabilities of CubeSats, the small satellite community has started to apply system engineering best practices to the CubeSat platform. The International Council on Systems Engineering (INCOSE) Space Systems Working Group (SSWG) has been investigating the applicability of MBSE to the CubeSat platform since 2011 with the goal of creating a CubeSat Reference Model. Their progress can be seen in [92]. Additionally, NASA is applying MBSE to missions of all classifications, including Mars 2020, Europa Clipper, and Soil Moisture Active Passive (SMAP). Motivations for using MBSE include improving the quality
of communication among development teams for systems and subsystems with the ultimate goal of reducing failures [93].

A common issue for radiation effects engineers is that evaluating the effectiveness of system-level mitigation schemes on component-level failure rates is difficult and not part of the traditional RHA methodology. For example, it is possible to detect and recover from an SEL event with appropriate current sense and limiting circuitry. The reliability of the circuit with SEL mitigation is greater than the reliability of the SEL-sensitive component. The reliability of the circuit with the additional part to implement mitigation is probably greater than the worst-case system failure rate. The worst-case rate is calculated by adding the failure rates of each component in the circuit together, as prescribed in Appendix A of MIL-HDBK-217F, a standard method for estimating a system failure rate [94].

This chapter will first go over some of the typical radiation mitigation strategies for risk-tolerant missions and how arguments for these mitigation strategies can be made in a model-based paradigm using SEAM. The second section reviews how a model-based mission assurance (MBMA) paradigm can improve the evaluation of risk mitigation. An example is given for an SEB requirement and how it could be implemented over the lifecycle of the project.

**Mitigation of Risks From Radiation Effects**

First, an approach called “Careful COTS” is presented that was implemented during the REM experiment board design process. Then a closer look at mitigation strategies for microcontrollers is described. The mitigation strategies are then modeled in SEAM using the guidelines for fault propagation models described in Chapter IV. Lastly, redundancy as a mitigation strategy is presented, and the probability of failure calculations for two different implementations of redundancy are given.
Careful COTS

In [95], the authors present a “Careful COTS” approach to using COTS for sub-class D and CubeSat missions. This approach was the basis for the RHA plan the Vanderbilt CubeSat experiments. Arguments for some of these strategies are presented in the next section of the chapter. The strategies are listed below.

- Screen candidate components by performing TID testing to 30 krads(SiO$_2$)
- Use the lowest supply voltage to decrease the SEL rates for components
- Use series resistors to limit current between pins where there could be bus contention
- Implement current and thermal limiting on power buses
- Use BJT for power devices; if MOSFET needed, use P-channel
- Derate the drain voltages of power transistors
- Avoid components with charge pumps
- Check that for components that are reconfigurable; that if they are misconfigured by a SEFI, they do not damage the rest of the board
- Do not power components when they are not being used

Single-Event Effect System Mitigation for Microcontrollers

One of the main focus areas for mitigation of radiation effects for risk-tolerant missions is mitigation related to microcontrollers and microprocessors. COTS microcontrollers are assumed to exhibit SEL, SEFI, and SEU. In order to maintain a robust system, the following strategies are commonly deployed.
1. A hardware watchdog timer to automatically reset power to the board if it becomes unresponsive

2. An external nonvolatile memory not sensitive to radiation effects, like an FRAM, to store critical data

3. Programming of the microcontroller software to reduce the impact of corrupt data

A simplified block diagram of the hardware mitigation scheme for SEFIs in the microcontroller is shown in Figure 32. The assumption of this hardware scheme is that SEFIs in the microcontroller will cause the signal going to the watchdog timer (WDT), WDI, to stop. When the watchdog timer does not receive a toggle for a set amount of time, the output, WDO, is pulled low. WDO is the ON signal to the load switch. When WDO is low, the load switch shuts off power for a set amount of time and then turns back on. The microcontroller then starts up and loads its
configuration from the FRAM. This clears the upsets in the microcontroller that caused the SEFI. Watchdog timers can be implemented in software as well. The watchdog listens for a “heartbeat” signal from a component, sub-system, or system. If it does not hear the signal, then the system is reset. This technique does not reduce the number of single-event functional interrupts (SEFI), often the cause of the “heartbeat” signal being lost, that occur in the component. However, WDT will limit the duration of a SEFI impact and improve the availability of the system.

The WDT fault model in Figure 33 shows the mitigation of SEFI, which causes anomalies in the microcontroller. The red arrows indicate propagation related to response nodes which are used to model mitigation. When the anomaly, modeled here as a stall in the program, is detected by the watchdog timer, it resets the system. Then the microcontroller is reloaded from a FRAM that is immune to radiation effects, as modeled in Figure 34. The “Reset” and “Reload_uC”
responses are linked to functions in the functional decomposition model.

When writing the software for the microcontroller, global variables and static data were avoided. Instead, the external FRAM stored the variables and data. Another software mitigation scheme implemented was that prior to a peripheral’s use, such as the I2C peripheral, all related control registers were re-written to appropriate values. The assumption was that control registers not immediately used could be affected by SEUs. These hardening schemes and other SEE considerations can be found in [96].

Load switches were used on every power bus to detect and mitigate SEL. The resulting fault model can be seen in Figure 35. When the sense terminals detect latchup current, the load switch disconnects the power. This response is linked to the mitigation function in the functional decomposition diagram. The reliability of these schemes will be dependent on how much is known about the SEL characteristics of the component and how many components are on the same current sensing and reset circuitry. The current sense level needs to be set above the max operating current of the component with some room for current leakage from TID over the mission. But setting this limit significantly higher could prevent the detection of SEL or increase the latent damage during an SEL. These trade-offs are part of the risk mitigation process.
Redundancy

Redundancy is a commonly suggested mitigation scheme, but the effectiveness depends on the type of error being mitigated, how the redundancy is implemented, and the inherent reliability of the system or component before the redundancy is implemented. One redundancy method described in [96] uses a voting scheme for lockstep systems. Faults that occur only in one system are outvoted by the other two systems in a triple modular redundancy (TMR) scheme. The two effects that this scheme focuses on mitigating are SEUs and SEFIs, usually in processors and FPGAs. The reliability of a TMR scheme, as described in [97], is calculated using Equation 7, where \( R_M \) is the reliability of a single module. Further considerations for the reliability of TMR circuits can be found in [98] for SEE reliability of airplane avionics computers.

\[
R = 3R_M^2 - 2R_M^3
\]  

(7)

Another way to increase the reliability of components susceptible to destructive effects, like SEB for the SiC MOSFET described in Chapter III, would be to implement redundant systems. By adding one or two additional systems in parallel, the probability of failure is raised to the power of the number of systems in parallel, reducing the probability of failure. Parallel systems are systems that, when one fails, the other system(s) are not affected, meaning the system fails in an “open” configuration, not a “short” configuration. For example, in a CubeSat constellation, a mission objective could be fulfilled by multiple identical satellites. If one, two, or three satellites are redundantly used to implement a function for the system, the redundancy increases the reliability of the overall constellation. Assuming that the SiC power MOSFET’s reliability was the lowest in the satellite and dominated the overall system reliability, Figure 36 shows how redundancy increased the probability of success for the different derated voltages for a 1-year GEO mission with 200 mils of aluminum shielding. If the reliability of the component is close to zero,
like the case of when the operating voltage is 1100 V, redundancy does not improve the reliability of the system. For the opposite extreme, like the case of when the operating voltage is 600 V, if the reliability is high, the increase in system reliability with redundancy is also not noticeable. The most significant improvements in reliability from redundancy comes from components where the reliability of the component is low (less than 50%) but not zero. By using a probability of failure to describe the susceptibility of the MOSFET to SEB this type of redundancy calculation is enabled, which would not be possible when using a design margin.

**Evaluating Mitigation Options and Tradeoffs for Radiation Effects**

An overview of GSN and the NASA R&M Standard are provided, and then the use of GSN throughout the NASA project life-cycle is provided to demonstrate MBMA.
Goal Structuring Notation

Goal Structuring Notation (GSN) is a graphical notation standard used to document an assurance case [99], updated in [100]. An assurance case is a reasoned and compelling argument supported by evidence that a system will operate as intended for a given, defined environment. An argument is a connected series of claims that support an overall claim. Assurance cases, and by extension, a GSN model, are only means of documenting an argument and do not establish the truth of the argument. Acceptance of the case requires the argument to be reviewed by stakeholders of the system. GSN provides a way of documenting the assurance case that allows others to discuss, challenge, and review. GSN was created at the University of York in the 1990s and has been used in a variety of safety and security assurance cases [101], [102]. In Figure 37, the different types of elements in a GSN model are described.

GSN provides a structure to indicate how claims are supported by sub-claims. These claims in GSN are represented as goals. An example goal is “Part is not susceptible to SEB.” A sub-claim, or child goal, is “Probability of failure from SEB is less than 1%.” The goal for the reliability of the electronic components to not experience an SEB-induced failure supports the claim that the part is not susceptible to SEB. The assertion of evidence to support the truth of a goal is represented by a solution. An example solution is “The probability of failure from SEB is 2%.” The stakeholders reviewing the assurance case would then decide if the probability of failure of 2% is evidence enough to support the goal of “Part is not susceptible to SEB.” When documenting the reasoning between goals and child-goals, strategy elements are used. An example strategy is “Determine part susceptibility to SEB,” which provides the task that specifies why the parent goal “Part is not susceptible to SEB” is completed by the child goal “Probability of failure from SEB is less than 1%.” Goals, strategies, and solutions make up the base of the GSN structure and are
connected with solid arrows and indicate inferential and evidential relationships. In summary, goals and strategies are alternately refined until the goal is specific enough to be supported by a solution element that links to the results of components tests, system tests, simulations and analysis, or literature review.

An assurance case is made for a system in a specific mission environment. For a space mission, the environment can include radiation, thermal profile, budget, and development time. There are several ways in GSN to show how the environment interacts with the assurance case. The first way is with a context element that provides information on how a goal or strategy should be interpreted. An example context is “Radiation environment for mission,” which provides information for the goal “System remains functional for the intended radiation environment.” Details about the radiation environment are needed to ensure the system functionality system will not be compromised.

The second way of indicating the effect of the environment on the argument is through assumption elements. Assumptions are premises that need to be true in order for the goal or strategies to be valid. For example, the assumption “A SEFI in the microcontroller will cause it to stop sending the watchdog timer signal” is an assumption for the strategy “Implement detection and reset of a SEFI in the microcontroller using a watchdog timer.” There are cases when a SEFI would not stop the watchdog timer signal. It is up to the stakeholders to determine if that assumption is acceptable for the mission. Assumptions are valid for all the child strategies and goals further down the evidential path from the point where the strategy or goal the assumption first appears.
The last way of indicating the effect of the environment on the argument is through a justification element. Justifications explain why a goal or strategy is acceptable. For example, the justification “Heavy-ion SEL tests were not performed because the heavy-ion environment does not significantly contribute to the radiation environment” is an explanation for the strategy “Perform proton SEL characterization tests on system parts.” A reviewer might ask why heavy-ion SEL testing was not completed as it is a part of standard RHA activities. The justification box explicitly states the reasoning for that decision. Assumptions, justifications, and context are connected to goals, strategies, and solutions with dotted arrows to indicate contextual relationships.

In summary, assumptions, justifications, and context about the argument are linked to appropriate

![Figure 37. Elements of GSN.](image-url)
strategies or goals to clarify the assurance case. In Figure 37 summarizes all of the elements of GSN.

During the development of the model, an undeveloped element symbol indicates incomplete lines of reasoning. This indicates that the goal or strategy is not fully supported. For example, if a test has not been completed for a goal, then the evidence is undeveloped. During development, or for argument templates, multiple ways of making an argument can be notated by using the M of N options connector. For example, in Figure 38, a component can be considered SEL immune by either performing radiation tests to the level required by the radiation environment or by applying knowledge regarding the process technology. Either of these solutions would support the goal of a component being SEL immune. These elements are tools for the engineers to use during development and when creating a high-level template for other engineers to use.

Figure 38. M of N options
NASA’s Reliability and Maintainability Hierarchy

NASA’s OSMA chose the GSN standard to create the NASA R&M Hierarchy that defines the top-level goals and strategies for building an R&M plan. The GSN assurance case presented here builds upon the R&M hierarchy to specify the RHA plan for a risk-tolerant mission. Figure 31 shows the top-level of the R&M hierarchy. In this hierarchy, objectives are used instead of goals and state the technical goals of the project. Strategies facilitate the accomplishment of the objective. These two blocks are used in an alternating hierarchical fashion to create a template broad enough to apply to a wide range of projects and disciplines.

Application of MBMA Throughout the Project Lifecycle

The end work product for a radiation effects engineer is the approved parts list. This list includes all the components in the system and whether they will survive the expected radiation environment. An example of what this list looks like during a design review given in Table 5. The process that results in that approved part list, the RHA process, requires knowledge about the system design, radiation environment, radiation testing, and reliability calculations. For example, the system design determines the components in the system and whether mitigation techniques are possible. The previous section of this chapter describes several radiation mitigation strategies. All these approaches require information about the system and design at multiple points in the project.

<table>
<thead>
<tr>
<th>Part</th>
<th>Status</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microcontroller</td>
<td>Passed with comments</td>
<td>SEFI and SEL circuit mitigation</td>
</tr>
<tr>
<td>SiC power MOSFET</td>
<td>Passed with comments</td>
<td>Probability of failure of 2% at derating of 50% with 100 mils Al shielding</td>
</tr>
<tr>
<td>FRAM</td>
<td>Passed</td>
<td></td>
</tr>
</tbody>
</table>
lifecycle. For example, the radiation environment partially determines the pass/fail levels for the components. The radiation tests provide information on how the components will respond in the radiation environment. These tests are often also specific to the component’s use in the system and provide additional information on the pass/fail level for the component. The reliability calculations include information about the risk tolerance of the mission. None of this information, analysis, and linkage is captured well in a document-based system. Additionally, this information is added to, built upon, and changed over the life-cycle of a project.

Model-based Mission Assurance (MBMA) can improve the tracking and analysis required for the RHA process. Figure 39 shows the MBMA elements and analyses implement on SEAM. This section presents a method for using SEAM to capture information about the system and design in order to make explicit assumptions and justifications for the RHA activities throughout the
project lifecycle. One of the steps of risk assessment is determining the consequence of faults. This can only be done with knowledge of the system’s functions and which components play a role in accomplishing a function. In the case of the REM experiment board, it needs to reliably count and report the number of upsets in the SRAM. This objective forms the top-level function for the functional decomposition. This function is divided into three main sub-functions, and two of them are further divided:

- Communicate with SRAM
  - Power SRAM
  - Run experiment exposure
- Communicate telemetry to VUC
- Recover from anomalies
  - Recover from SEFIIs
  - Recover from SELs

Figure 40. Functional decomposition of the mission objective, after [23].
Looking at these functions from a SEECA approach, the time between resets of the REM boards needs to be more than the expected time between SEUs for the SRAM in order to be able to run the experiment. It was determined that the top-level objective is error-functional as defined in the SEECA method. This type of functional decomposition for a larger project would be done early in the life-cycle by the system engineers. Figure 40 captures the decomposition as it would appear in SEAM, specifically for the REM experiment board.

As the system is further specified and designed throughout the project life-cycle, this information informs the RHA process. For a project using MBSE, the system design can be captured in a SysML block diagram model. For the REM experiment, the board is divided into five functional blocks: power, control, logic translation, the SRAM, and the bus with the VUC. For larger systems, the experiment would be a block, possibly one of several experiments that would be linked with satellite power, communication, and attitude and control. Information captured with these blocks that are useful to the RHA process includes power levels, communication interfaces, and signal and power flow.

Chapter IV presented the method for capturing radiation-induced faults in SEAM. Capturing this information within the system model enables the radiation-effects engineer to understand the consequences of faults. Additionally, the system model provides information about the component’s use in the system, which ensures that radiation tests of components are for the component’s use in the system.

As the system is designed, SEAM enables the linking of artifacts of one model-type to another. For example, components in the SysML model can be linked to the functional decomposition to show which components accomplish which functions. When developing the fault propagation models, the response and effect blocks are linked to the function model to show the
consequences of faults. The GSN models can link to artifacts from the functional decomposition and the SysML model to show what part of the system design the argument is addressing. Coverage checks implanted in SEAM summarize these links.

To demonstrate this process, the derivation and verification of an SEB requirement is modeled throughout the NASA project life-cycle. The requirement is, “The probability of failure from SEB shall be less than 1%.” This requirement will drive design and test decisions and needs to be verified. The final product of the RHA activities may be summarized in an approved parts list like Table 5, where the result is “Probability of failure of 2% at derating of 50% with current shielding,” but by using SEAM and GSN, all of the activities, results, assumptions, and justifications are captured.

Figure 41 shows the NASA Life-Cycle Phases from [103] and added in red are the RHA activities. These activities mainly occur before the Preliminary Design Review (PDR) and Critical Design Review (CDR), also known as the Formulation phase. The GSN argument captures the activities in red. During the formulation phase, the system and mission design might change to

![Figure 41. NASA Life-Cycle Phases from [103] with RHA activities added in red.](image-url)
account for issues discovered during the design process. The RHA activities might have to be revisited or even re-done as these changes occur. When the RHA activities are linked with the system model, SEAM can keep track of when these changes happen and to notify when arguments may no longer be valid.

At the beginning of Phase B, generic goals are generated for the GSN argument from part assurance templates and provide a framework for planning RHA activities. For example, the requirement RAD1 in Figure 42 implies that there is a goal that the components in the system survive SEB. In order to meet that goal, the components in the system that are susceptible to SEB need to be identified. Then their probability of failure needs to be calculated. In order to make these calculations, the mission environment needs to be estimated, radiation tests need to be found or performed, and then the susceptibility of the component can be evaluated by calculating a probability of failure. These activities will happen throughout Phase B.
During Phase B, the mission length, orbit, and nominal shielding will need to be provided by the project and system engineers. These are inputs into the environment prediction tools. In SEAM, CRÈME and R-GENTIC can be accessed within the modeling environment, and the outputs from SEAM can be attached and uploaded to SEAM. Next, how the sensitive components are used in the system needs to be determined. For SEB, this includes bias voltages and duty cycle. The component use will determine test conditions and what will be considered failure for a component. Parametric information about components can be captured in SEAM in the SysML block diagram models. Now radiation tests are found or performed. The results of the tests are attached to the solution in the GSN model. Figure 43 shows the GSN argument at the end of Phase B.

During Phase C, the mission and system design become more stable, and the probability of failure can be calculated, assuming changes in the design are covered or accounted for in the
Figure 44. GSN argument at the end of Phase C.

previous activities. The probability of failure calculation is attached to the solution in the GSN model and is shown in Figure 44.

Figure 42-44 show the evolution of the GSN argument over the mission life-cycle. Using MBMA to capture RHA activities enables concurrent engineering of reliability and design. It also shows how requirements are derived and verified throughout the project. These requirements are both intelligent and mission-specific, one of the driving forces behind the new R&M standard. Requirements can be defined as more about the implementation of mission objectives is known, and then mission assurance activities that are performed are tailored to the system design and mission objectives. Additionally, artifacts related to the MBMA activities are captured and linked in the GSN model, as shown in a cartoon in Figure 45.

Conclusions

Methods for mitigation of radiation-induced faults were presented and were modeled using fault propagation models in SEAM. An assurance case was constructed using GSN for different phases of the project life-cycle to demonstrate how MBMA can improve the risk management process. The process was improved by linking models of the system implementation together with a GSN model that captured assumptions and justifications for system-level mitigation strategies.
Figure 45. Artifacts attached to the GSN Model in SEAM.
CHAPTER VI

CONCLUSIONS

Improved probabilistic radiation environment models and increased use of models to capture mission requirements and system design for missions enable better evaluation of risk. The increase in modeling at all levels of design and analysis are part of NASA’s digital transformation [104]. One of the drivers is the emergence of NewSpace, which is new ways of achieving mission success while reducing the cost of mission design for space-based missions [105]. While environment models are improving, the electronic components being used are increasingly complex. Additionally, information and control over the technology process is decreasing. So while the uncertainty in the environment is decreasing, the uncertainty in the component response

Figure 46. MBSE Connects the Dots, after [107].
is increasing along with the complexity of the systems. RHA for NewSpace is about risk-acceptance and cost reductions, but the current methods do not allow for this paradigm [106].

More and more, evaluating the risk of radiation to the system requires knowledge of the component’s use in the system. Currently, radiation effects engineers gather knowledge about the system through email and personal contact, especially between PDR and CDR. The more that information can be captured and kept up-to-date in a model-based environment, the quicker and easier the information can be used by all the engineers that need that information, as described in [107] and represented pictorially in Figure 46. While there can be a big investment at the beginning to create and support model-based engineering, the investment is quickly returned when changes in the mission and system are made.

A new way to calculate the probability of failure for destructive SEEs that decouples environment variability and part-to-part variability was described and demonstrated for a SiC power MOSFET. The calculated probability of failure was done for different operating voltages and shielding thickness, demonstrating how the failure probability could be traded with different design parameters. The probability of failure can be included in system-level quantitative risk assessments.

Additionally, a novel method of modeling radiation-induced faults and fault-propagation within SysML block diagrams was described. This method was implemented on SEAM. SEAM was also used to show how MBMA could be implemented throughout a project life-cycle to improve risk management.

These additions to the RHA process enable the inclusion of radiation effects into MBMA so that NewSpace missions can maximize limited resources. The additions to modeling system-mitigation schemes are useful to traditional space missions as well. With further development, the
quantification of the consequence of faults could be included. Mission objectives and constraints that are ranked by their importance in order to manage limited project resources. By linking the possible faults to the requirements and functions of the system, the management of those faults can be prioritized by the importance of the linked mission objective. By leveraging MBSE, these radiation effects engineers can use these methods to evaluate radiation risks at the system level and estimate probabilities of failure for destructive effects in emerging technologies.
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