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CHAPTER I

PHYSICAL PRINCIPLES OF NMR AND MRI

Brief History of NMR

Magnetic Resonance Imaging (MRI) has become one of the most widely implemented imaging modalities in radiological science today. Yet the concept of receiving an MRI exam is relatively new, with the first in vivo anatomical images appearing just over three decades ago. Since Sir Peter Mansfield produced the first cross sectional image of human anatomy, a finger, in 1977, the field of MRI has progressed through tremendous advances in image quality and scanning efficiency, and witnessed the emergence and evolution of numerous imaging applications and research specializations. While a full account of these developments would be exhaustive, it is worth noting, in light of the concepts outlined in this thesis, several key innovations that paved the way to our understanding of the nuclear magnetic resonance (NMR) phenomenon.

Perhaps the most fundamental development in the history of NMR was the discovery of the spin nature of protons and electrons. Early experiments by Otto Stern and Walther Gerlach, as well as Wolfgang Pauli, had hinted at the existence of space quantization, but it wasn’t until 1925 that scientists Samuel Goudsmit and George Uhlenbeck interpreted this quantization as an intrinsic angular momentum of the electron itself, a property responsible for providing the electron with a magnetic moment (1-2). Several years later, in 1933, Otto Stern
confirmed that the proton exhibits spin as well (3). He was awarded the Nobel Prize in Physics in 1943 for his work.

Following upon the work of Stern and Gerlach, Isador Rabi, an American physicist at Columbia University, performed the first successful “molecular beam magnetic resonance” experiment in 1937 (4). In this experiment, Rabi demonstrated that the precessional frequency of the magnetic moments in lithium chloride molecules could be made to match the frequency of an applied radiofrequency (RF) field by adjusting the strength of an applied magnetic field. When the appropriate ‘resonance’ frequency was achieved, the molecules were able to absorb the RF energy, thereby inducing a transition in the spin state of the nuclei, and allowing for direct calculation of the strength of the magnetic moment. He continued to develop these resonance techniques to examine the magnetic properties and internal structure of other molecules, atoms, and nuclei and was awarded the Nobel Prize in Physics in 1944 for his work.

A few years later, in 1946, two scientists, Edwin Purcell at Harvard University and Felix Bloch at Stanford University, independently demonstrated a similar phenomenon using the hydrogen nucleus in condensed materials (5-6). They were able to show that the absorption and subsequent re-emission of radiofrequency energy by nuclear spins precessing in an applied magnetic field could be used to determine the chemical composition of a physical sample. Thus, NMR spectroscopy was born. For this, and related work, these scientists received the Nobel Prize in physics in 1952.
In 1950, E.L. Hahn published an article describing “spin echoes,” a nuclear magnetic resonance signal induced by a succession of radio-frequency pulses applied to freely precessing magnetic moments (7). In 1973, chemist Paul Lauterbur demonstrated that the application of a magnetic field gradient across a sample could be used to spatially label a spin’s position, and thus, could be used to create a map, or image, of spin locations (8). Around this time, Raymond Damadian demonstrated that a fundamental property of spin precession, a phenomenon known as spin relaxation, could be used to delineate tissue types, thus distinguishing healthy tissue from that of diseased tissue (9). This insight perhaps provided the motivation for application of NMR techniques to medical and biological problems, and in particular, the diagnosis of cancerous tissues in human patients. In 1974, Richard Ernst introduced the concept of frequency and phase encoding with pulsed magnetic field gradients, which could be analyzed with a Fourier transform to produce a two-dimensional image (10). He was awarded the Nobel Prize in Chemistry in 1991 for his work. A few years after this discovery, in 1976, Sir Peter Mansfield developed a mathematical framework for analyzing NMR signals, and developed a fast imaging techniques known as echo-planar imaging (EPI), which was deemed crucial to the development of this imaging technique in clinically feasible times (11-12). Sir Peter Mansfield and Paul Lauterbur received the Nobel Prize in 2003 for their work.

While the previously described achievements may be the most widely cited in references concerning the history of NMR, there are notable other
events, although seemingly unrelated to NMR, which have contributed significantly to the field. From Joseph Larmor, who determined the relationship between a precessing electron (or proton) and an applied magnetic field, to Joseph Fourier, who provided the theoretical analysis for connecting time-frequency data through a series of oscillatory functions, the modern concept of MRI could not be realized without the contributions of numerous scientists over several decades. Furthermore, while the events just outlined provide a rough overview of the evolution of basic NMR imaging research, the development of each specific imaging application and research specialization has a history of its own. In the following sections, a more thorough description of these achievements will be outlined, in the language of physics and mathematics, and the development of one particular area of NMR research, diffusion-weighting imaging, will be thoroughly explored.

Nuclear Magnetization

The previous introductory section of this dissertation summarized the historical scientific achievements that paved the way to current state of NMR techniques. In the sections that follow, the physical principles that govern the NMR experiment will be further explained, in the language of physics and mathematics. This includes a thorough description of relevant NMR physics, including spin dynamics, NMR relaxation, and advanced imaging techniques, followed by a chapter describing the physical laws of diffusion, particularly as they relate to NMR studies. Subsequent chapters will then focus upon the
application of these specialized NMR techniques to specific areas of biomedical interest.

It has been known since the 1920’s that subatomic particles, such as protons and electrons, possess a fundamental property known as spin, which gives rise to the nuclear magnetic resonance phenomenon. While a thorough description of this spin property would require the language of quantum mechanics, a classical electrodynamic treatment is sufficient for describing most of the physics relevant to NMR experiments on water protons, and will be outlined in the following pages. Furthermore, while it is known that protons, neutrons, and electrons all possess this fundamental property, the focus here shall remain solely on the proton, for reasons that will be discussed following some introductory physics.

It has already been stated that protons possess an intrinsic angular momentum analagous to a particle spinning on its own axis. Since the proton is also known to possess an electrical charge, this spinning charge behaves like a tiny loop of electric current, which according to Ampere’s law, will induce a magnetic dipole moment. This magnetic dipole then behaves like a microscopic bar magnet, free to interact with external electromagnetic (EM) fields in the radiofrequency (RF) range. It is the manipulation of these proton spins with RF energy that gives rise to the NMR experiment. (It should be noted that the neutron, despite its electrical neutrality, also possesses this property, as it is composed of smaller particles known as quarks, which are known to contain both charge and spin as well.)
Quantitatively, the magnetic moment \( \mu \) of a proton is proportional to the spin angular momentum \( S \):

\[
\mu = \gamma S
\]  

(1.1)

by a constant of proportionality, \( \gamma \), which is approximately equal to the particle’s charge over twice its mass. If a single spin is placed in an external magnetic field \( \vec{B} \), the magnetic potential energy will described by the Hamiltonian:

\[
H = -\mu \cdot \vec{B}
\]  

(1.2)

If we suppose that this external field \( \vec{B} \) is aligned along the z-axis of a laboratory reference frame such that:

\[
\vec{B} = |B| \hat{z}
\]  

(1.3)

then, combining equations 1.1, 1.2, and 1.3, the total energy (assuming zero kinetic energy) of the spin will be

\[
\bar{H} = \gamma |B| \hat{S} \cdot \hat{z}.
\]  

(1.4)

Since the measured value of the spin, \( \vec{S} \), along the z-axis can assume only quantized values, such that \( S_z = m_s \hbar \), where \( m_s = \pm \frac{1}{2} \) and \( \hbar = \text{Planck’s constant} \), equation 1.4 becomes:

\[
\bar{H} = \pm \frac{\gamma |B| \hbar}{2}.
\]  

(1.5)

The spin “up” proton is parallel to the external field and has lower energy (-sign), and the spin “down” proton is anti-parallel, with higher energy, (+ sign). The energy difference between these states is therefore:
\[ \Delta E = E_{\text{down}} - E_{\text{up}} = \hbar \gamma |\vec{B}|. \]  

(1.6)

Therefore, the energy difference between the two quantum spin states is dependent upon the strength of the magnetic field as well as the gyromagnetic ratio, which is dependent upon the spin’s charge and mass. A spin that exists in the higher energy state while experiencing the constant magnetic field \( \vec{B} \) can make the transition to the lower energy state by releasing a photon of the appropriate energy, or conversely, move from the lower to the higher state by absorption of a photon.

Since we know that the energy of a photon is equal to \( \hbar \omega \), we see from equation 1.6 that the resulting photon has angular frequency:

\[ \omega_0 = \gamma B. \]  

(1.7)

This relationship is known as the Larmor equation.

It should be noted here that, although every magnetic moment of every molecular species in the human body experiences the previously described phenomenon, the laws of physics restrict our NMR measurements to only a small class of spin-bearing particles. First, since nucleons “pair” themselves with other like nucleons of opposite spin (according to the Pauli exclusion principle), only nuclei containing an odd sum of protons and/or neutrons are suitable for NMR experiments. This is because only these odd mass number nuclei will have a nonzero spin angular momentum capable of producing the quantized magnetic moments that are measured. Furthermore, despite the abundance of electron spins in our body, their low mass makes them unsuitable for use in human
imaging. Because the gyromagnetic ratio of a particle is inversely proportional to its mass, the small mass of the electron produces an excessively large gyromagnetic ratio, $\gamma$, which in turn, produces an excessively large angular frequency, $\omega$, even at low field strengths. The result is the need for photons in the microwave range of the spectrum, which are unsuitable for human imaging. Finally, although the isotopes of several other nuclei ($^{14}\text{N}$, $^{15}\text{N}$, $^{19}\text{F}$, $^{23}\text{Na}$, $^{29}\text{Si}$, $^{31}\text{P}$, etc) are detectable with NMR methods, their relatively low abundance or low sensitivity make them less desirable for NMR studies. Fortunately, much of the human body is composed of water ($\text{H}_2\text{O}$) or lipids ($\text{CH}_2$), both of which contain hydrogen atoms, each with a single nuclear proton - it is therefore this proton that is the most dominant (and commonly used) source of signal in NMR experiments, and thus, will be the focus of nearly all subsequent discussion.

However, despite the vast number of hydrogen protons in a single drop of pure water ($\sim 6.7 \times 10^{22}/\text{ml}$), NMR measurements are sensitive to only a very small fraction of these spins. In the absence of any external magnetic field, the magnetic moments of each spin within an ensemble of spins at room temperature is randomly orientated as a result of the continuous thermal agitation experienced by each of the particles, resulting in an overall net magnetization of zero. Placed within an external magnetic field, however, these spins will align themselves as described earlier, with nearly equal populations in the low and high energy states. From equation (1.6), for $B = 1$ Tesla, $\omega_h \approx 401$ eV, that is millions of times larger than the transition energy of the spin states, $\hbar \omega$, there will be only a small
excess of protons existing in the lower energy state, according to Boltzmann statistics. Quantitatively, if an ensemble of $N$ proton spins is in an external magnetic field at thermal equilibrium at typical lab temperature $T$, as is the case in nearly all NMR experiments, the Boltzmann distribution of energies dictates that the probability of finding a proton with energy $\varepsilon_m (= \pm \frac{1}{2} \hbar \omega)$, is given by:

$$P(E_m) = \frac{e^{-\frac{\varepsilon_m}{kT}}}{\sum_m e^{-\frac{\varepsilon_m}{kT}}} \quad (1.8)$$

The divisor is a normalization factor referred to as the partition function, and is simply a sum over all possible energy states. Under normal laboratory temperatures and field strengths, equation (1.8) reveals that the probability of finding a spin in the lower (parallel) energy state is only a few parts per million higher than finding one in the higher (antiparallel) state. As a consequence, only perhaps a few protons out of every million actually contribute to the signal we detect, rendering NMR a seemingly insensitive imaging tool. However, because most NMR measurements involve samples containing Avogadro’s numbers of water molecules, even a single proton per million water molecules adds up to over sixty quadrillion per single mL of water (~$6.7 \times 10^{16}$), resulting in a significant net magnetization. For example, given an ensemble of protons, as described above, with spin density $\rho_0 = \frac{N}{V}$, placed within a spatially uniform magnetic field $B_0$ orientated along the z-axis, the net magnetization along this axis per unit volume will be determined using equation (1.8) such that:
\[ \bar{M}_{0,z} = \rho_0 \sum_{m=-\frac{1}{2}}^{\frac{1}{2}} P(e_m) \bar{\mu}_z(e_m) \]

\[ = \rho_0 \cdot \frac{m_\uparrow \hbar \gamma \cdot e^{-\frac{e_\uparrow}{kT}} + m_\downarrow \hbar \gamma \cdot e^{-\frac{e_\downarrow}{kT}}}{e^{-\frac{e_\uparrow}{kT}} + e^{-\frac{e_\downarrow}{kT}}} \hat{z} \]  

where \( m_\uparrow = \frac{1}{2} \) and \( e_\uparrow = -\frac{1}{2} \hbar \omega \). Expanding equation (1.7) in a Taylor series and keeping only terms linear in \( \hbar \omega / kT \) (since \( \hbar \omega / kT \ll 1 \) at typical laboratory temperatures), we find that the magnitude of the magnetization vector along the z-axis is approximately:

\[ M_{0,z} \approx \left( \rho_0 \gamma^2 \hbar^2 / 4kT \right) B_0 \]  

(1.11)

The term in parentheses, which clearly depends on the laboratory conditions and spin density and species, is often denoted the magnetic susceptibility, and routinely symbolized as \( \chi_m \).

Spin Dynamics: Bloch Equations and NMR Relaxation

Although it has been shown that proton spins occupy one of two quantized spatial orientations when subjected to an external magnetic field, the transition between states is not instantaneous. Furthermore, the introduction of additional time-dependent and position-dependent magnetic fields to a system of spins produces a range of spin dynamics beyond simple energy state transitions. In the following section, the physics of spin dynamics will be addressed, beginning with the equations of motion first described by Felix Bloch in 1946 (6).
Assuming the presence of a bulk magnetization vector $\vec{M}$ due to a static $\vec{B}_0$ field, as described in equation (1.11), the generalized equation of motion for this vector will take the form:

$$\frac{d}{dt} \vec{M} = \gamma \vec{M} \times \vec{B},$$

where $\vec{B}$ is the total external magnetic field, which includes the static field, $\vec{B}_0$, as well as any other applied fields. Assuming there is zero external field, and that $\vec{M}$ is originally parallel to $\vec{B}_0$, there will be zero force, or torque, on the net magnetization. However, if the net magnetization has any components transverse to the static field, which we again assume to be aligned along the z-axis, $\vec{B}_0 = B_0 \hat{z}$, then the corresponding equations of motion (still assuming zero external field) along each laboratory axis will be:

$$\frac{dM_x(t)}{dt} = \gamma M_y(t) B_0 = \omega_0 M_y(t),$$

$$\frac{dM_y(t)}{dt} = -\gamma M_x(t) B_0 = -\omega_0 M_x(t),$$

$$\frac{dM_z(t)}{dt} = 0.$$  

In this simple case, it is beneficial to combine the x- and y-components into a single transverse component such that:

$$M_x(t) = M_x(t) + iM_y(t).$$

It then follows that:
\[
\frac{dM_x(t)}{dt} = \frac{dM_y(t)}{dt} + i \frac{dM_z(t)}{dt} = \omega_0 [M_z(t) - iM_y(t)]
\]

which has the simple solution:

\[
M_x(t) = e^{-i\omega_0 t} M_x(0).
\]

Therefore, in the presence of a static magnetic field \( B_0 \hat{z} \), any transverse components of the magnetization will precess about the static field at angular frequency \( \omega_0 \).

Since the transverse component of the net magnetization, equation (1.16), describes a vector in a complex two-dimensional space, it may be useful to rewrite this equation in terms of its magnitude and phase:

\[
M_+(t) = |M_+(t)| e^{i\phi(t)},
\]

where \( \phi(t) \) represents the angle (in radians) between the magnetization vector and some arbitrarily defined axis (for example, the x-axis) corresponding to zero phase. In light of equation (1.19), as well as the fact that \( |M_+(t)| = |M_+(0)| \), the solution represented in equation (1.18) may be recast as:

\[
M_+(t) = |M_+(0)| e^{i\phi(0)} e^{i\omega_0 t},
\]

where \( \phi_0(t) = -\omega_0 t + \phi_0(0) \).

While equation (1.18), or (1.20), is valid for non-interacting protons, under normal laboratory conditions additional terms must be added to the Bloch equation to account for the relaxation effects created by neighboring spins. In this case, the full Bloch equation is:
\[
\frac{d}{dt} \vec{M} = \gamma \vec{M} \times \vec{B} - \frac{1}{T_2} \vec{M}_z + \frac{1}{T_1} \left( M_0 - M_z \right) \hat{z},
\]  

(1.21)

where two relaxation time constants, \( T_1 \) and \( T_2 \), have been introduced. These time constants, which are sample dependent, will be explained in more detail in the following paragraphs and represent the decay of longitudinal and transverse magnetization, respectively, due to the interaction of protons with their neighbors.

The relaxation of transverse magnetization is due to ‘spin-spin’ interactions, and is defined by the time constant \( T_2 \). Although the microscopic physical processes governing this effect are complex, the source of this magnetization decay is the interaction of each spin with those in its local neighborhood. As each magnetic moment precesses about the static field \( \vec{B}_0 \), its magnetic field interacts in a temporary and random fashion with the magnetic fields of those spins around it, slightly modifying each spin’s instantaneous precession rate. As a result, there is a cumulative loss of phase coherence over time which leads to a loss in the net transverse magnetization. The rate at which this dephasing occurs is dependent upon such factors as sample composition and to a lesser extent, local magnetic field strength. As mentioned earlier, this \( T_2 \) decay leads to an additional term in the transverse components of the Bloch equation, such that:

\[
\frac{d}{dt} \vec{M}_+ = \gamma \vec{M}_+ \times \vec{B} - \frac{1}{T_2} \vec{M}_+.
\]  

(1.22)

It was already shown earlier in this chapter that the first term on the righthand side of equation (1.22) leads to precession about the static magnetic field at
angular frequency $\omega_0$. The relaxation term then is solved simply by an additional exponentially decaying function, such that:

$$M_x(t) = M_x(0)e^{-i\omega_0 t - \frac{t}{T_2}}. \quad (1.23)$$

In vector notation, the net magnetization (without relaxation) will precess in the transverse plane such that:

$$\vec{M}(t) = M_x(0)\left[\cos(\omega_0 t + \phi_0)\hat{x} - \sin(\omega_0 t + \phi_0)\hat{y}\right]. \quad (1.24)$$

Since we have experimental control over the initial phase of the net magnetization, we may, for simplicity, arbitrarily set $\phi_0 = 0$ such that the initial magnetization vector lies along the x-axis at $t = 0$. We may then combine equations (1.23) and (1.24) such that the magnitude of the magnetization with respect to the vector $\vec{M}(0)$ precessing at $\omega_0$ decays according to $T_2$:

$$M(t) = M(0)e^{-\frac{t}{T_2}}. \quad (1.25)$$

In other words, in a reference frame rotating at the precessional frequency $\omega_0$, the magnitude of the transverse magnetization will decay exponentially with time constant $T_2$. Typical values for $T_2$ in biological tissues are in the range of tens of milliseconds, and an example of this type of signal decay is illustrated in Figure 1.1 for three such $T_2$ values (25 ms, 60 ms, and 100 ms).
As shown in equation (1.21), an additional magnetization relaxation occurs along the z-axis. This relaxation is termed 'spin-lattice' relaxation, and occurs on a time scale dictated by the physical time constant $T_1$. As with $T_2$ relaxation, this process is rather complex; however, the source of this magnetization decay is attributed to the redistribution of energy from spins with higher energy to those with lower energy. When a radiofrequency pulse of electromagnetic energy is applied to a spin ensemble, thereby exciting spins into a higher energy state, their increased vibrational and rotational energies are dissipated into the surrounding lattice, causing a slight increase in temperature followed by a gradual return to thermal equilibrium, dictated by the time constant $T_1$:

$$\frac{d}{dt} \vec{M} = \gamma \vec{M} \times \vec{B} + \frac{I}{T_1} (M_0 - M_z) \hat{z}$$

(1.26)
As shown earlier, the first term on the right-hand side of equation (1.26) describes the torque and subsequent precessional motion of the net magnetization about the static field $\mathbf{B}_0$ at frequency $\omega_0$. However, in the case of a static field, this term has no effect on the z-component of the net magnetization, and may be eliminated from the discussion. The solution to this equation is therefore simply:

$$M_z(t) = M_z(0)e^{-\frac{t}{T_1}} + M_0\left(1 - e^{-\frac{t}{T_1}}\right).$$

(1.27)

Typical $T_1$ values in tissue are in the range of tens to thousands of milliseconds. A plot of $M_z(t)$ as a function of time, with $M_z(0) = 0$, is illustrated in Figure 1.2, for $T_1$ values of 600 ms, 1000 ms, and 2000 ms.

![Figure 1.2. Longitudinal relaxation curves for three values of $T_1$.](image)
Although the spin dynamics of precession and relaxation have been described above, the mechanism of excitation, which moves the net magnetization away from its equilibrium value along \( \hat{z} \), has been ignored up to this point. Here, we introduce, in addition to the static magnetic field \( B_0 \hat{z} \), a time dependent magnetic field \( \vec{B}_1(t) \) in the xy-plane, such that the total effective field in the laboratory reference frame is:

\[
\vec{B}(t) = B_1 [\hat{x} \cos(\omega t) - \hat{y} \sin(\omega t)] + B_0 \hat{z}.
\]  

(1.28)

Ignoring relaxation effects momentarily, the components of the net magnetization along all three axes are therefore:

\[
\frac{dM_x(t)}{dt} = \omega_0 M_y(t) + \gamma M_z(t) B_1 \sin(\omega t),
\]  

(1.29)

\[
\frac{dM_y(t)}{dt} = -\omega_0 M_x(t) + \gamma M_z(t) B_1 \cos(\omega t),
\]  

(1.30)

\[
\frac{dM_z(t)}{dt} = -\gamma [M_x(t) B_1 \sin(\omega t) + M_y(t) B_1 \cos(\omega t)]
\]  

(1.31)

While the brief mention of a rotating reference frame was useful earlier for visualizing transverse \( T_2 \) relaxation, it is of great benefit here to provide a more formal definition of such a rotating frame. In Cartesian notation, a coordinate system rotating at angular velocity (in the negative \( \phi \) direction):

\[
\vec{\Omega} = -\omega_0 \hat{z},
\]  

(1.32)

will have coordinates:

\[
\hat{x}' = \hat{x} \cos(\omega t) - \hat{y} \sin(\omega t)
\]  

(1.33)
\[ \hat{y}' = \hat{x} \sin(\omega t) + \hat{y} \cos(\omega t). \quad (1.34) \]

Referring back to equation (1.28), we can see that the circularly polarized $\vec{B}_i(t)$ field in this rotating reference frame will simply be:

\[ \vec{B}_i' = B_i \hat{x}'. \quad (1.35) \]

In other words, in this rotating reference frame, the applied $\vec{B}_i$ field vector remains constant, along the $\hat{x}'$ axis. Therefore, if we apply a $\vec{B}_i$ field for some duration $\tau$, along the $\hat{x}'$ axis, where $\tau$ is much less than the relaxation times $T_1$ and $T_2$, the equilibrium magnetization along the $\hat{z} = \hat{z}'$ axis will precess in the $y'z'$-plane at angular frequency $\omega_i$. We may therefore apply this $\vec{B}_i$ field for some $\tau$ in order to create some angle $\alpha$ between the net magnetization and the $\hat{z}$ axis:

\[ \alpha = \gamma B_i \tau \quad (1.36) \]

For example, if one chooses $|\vec{B}_i|$ and $\tau$ such that $\alpha = 90^\circ$, the net magnetization will precess in the $y'z$ plane $90^\circ$, resulting in a net magnetization along the $\hat{y}'$-axis. This is illustrated more clearly in Figure 1.3, which depicts the net magnetization experiencing a $90^\circ$ flip angle in both the laboratory and rotating reference frames:
Figure 1.3. Path of the net magnetization following a $90^\circ$ $\vec{B}_1$ pulse in the laboratory (left) and rotating (right) reference frame.

Typically, one may choose $\vec{B}_1(t)$ and $\tau$ in order to create a $90^\circ$ flip angle, followed by a $180^\circ$ degree flip angle, such as in the case of ‘spin-echo’ imaging, which will be discussed in the next section. However, the choice of a smaller flip angles may be more appropriate with other imaging sequences if one wishes the net magnetization to return to equilibrium much faster via $T_1$ processes. Furthermore, while we have assumed that the magnitude of this $\vec{B}_1(t)$ field remains constant over $\tau$, changing only its direction with angular frequency $\omega_z$, in reality, most $\vec{B}_1(t)$ fields used in modern imaging applications will have an amplitude that is time-dependent as well. Gaussian and sinc-shaped pulses are good examples, and will be described in further detail in the following section. The details of these types of pulses may be found elsewhere (13-14).
The NMR Imaging Experiment

The fundamental physics behind nuclear magnetic resonance were explored in the previous sections. Equations describing the dynamics of magnetization vectors were explored, along with the interactive processes responsible for spin excitation and relaxation. In the following section, the principles underlying NMR imaging will be addressed.

While the science of nuclear magnetic resonance had been realized and studied as early as the 1920's, it wasn't until the mid 1970's that this technology evolved into a modality capable of producing two-dimensional anatomical images. It was Paul Lauterbur, in 1973, who first suggested the idea of superimposing magnetic field gradients upon a uniform static magnetic field in order to manipulate the precessional frequency of spins based upon their position. This technique relied on a back-projection method similar to that used in computerized axial tomography (CAT) scans, and was termed “zeugmatography”. Sir Peter Mansfield further developed the framework for mathematically analyzing such gradients to produce a two-dimensional picture, and in 1977, was able to produce the first in vivo image of human anatomy, a cross-section of a finger (15). While both of these men shared the Nobel Prize in 2003 for their accomplishments, it was Richard Ernst, in 1974, who introduced the concept of using pulsed magnetic field gradients for frequency and phase encoding, which combined with Fourier analysis, would become the most instrumental, and widely implemented, technique for acquiring NMR images (10).
The ability to spatially label a spin’s position relies on the use of linear magnetic field gradients superimposed upon the static magnetic field $\vec{B}_0$:

$$\vec{B}(r,t) = \vec{B}_0 + \vec{G}(r,t) \cdot \vec{r},$$

(1.37)

where the inclusion of a time dependence reflects the transient nature of such fields. Since we are only interested in changing the precessional frequency of the component of the net magnetization in the $xy$-plane, the imposed magnetic field gradient has $z$-component only, such that:

$$\vec{G}(r,t) = \frac{d\vec{B}_z(r,t)}{dr} = \frac{dB_z}{dx} \hat{x} + \frac{dB_x}{dy} \hat{y} + \frac{dB_y}{dz} \hat{z},$$

(1.38)

It then follows from the Larmor relationship, equation (1.7), that the precessional frequency of a spin at position $\vec{r}$ is:

$$\omega(r,t) = \omega_0 + \gamma \vec{G} \cdot \vec{r}$$

(1.39)

and the accumulated phase, after time $t$, assuming a magnetic field gradient of constant amplitude, will be:

$$\phi(r,t) = -\int_0^t dt' \omega(r,t') = \omega_0 t + \omega_G t.$$  

(1.40)

where $\omega_G$ is the precessional frequency of a spin at position $\vec{r}$, resulting from the gradient only. In other words, this precessional frequency, $\omega_G$, is the precessional frequency that would be observed in the reference frame rotating at $\omega_0$.

In order to illustrate how the application of magnetic field gradients may be used in producing an NMR image, let’s consider a one-dimensional case.
Suppose a tube filled with pure water is placed with its long axis parallel to $B_0 \hat{z}$, as illustrated in Figure 1.4.

If we then apply a 90 degree RF pulse along the $x'$ axis as described earlier, all of the spins in the imaging slice will be rotated to align themselves along $y'$. In the rotating reference frame, these spins will remain aligned along $y'$, for all times $t < t_1$, until we apply a pulsed gradient along $x$ (in the laboratory frame) such that:

$$\omega_G(x, t_1 < t < t_1 + \tau) = \gamma G_z(x)$$  \hspace{1cm} (1.41)

and the accumulated phase of a spin at position $x$ at time $t$ is:

$$\phi'(x, t) = \gamma G_z(x) \int_{t_1}^{t} dt' = \gamma G_z(x) t$$  \hspace{1cm} (1.42)

After a pulse of duration $\tau$, the accumulated phase will thus be $\gamma G_z(x) \tau$.

Figure 1.5 shows the relative dispersion of these spins along the $x$-axis.
Those spins that experience a stronger portion of the gradient magnetic field (right hand side of the image) acquire a larger phase than those that experience a smaller field (left hand side). If we then apply a 180 degree RF pulse along $x'$ (the spins rotate 180 degrees around $x'$), the phase of the spins with respect to the x-axis is reversed:

$$\phi'(x, t_2 < t < t_3) = -\gamma x G_z(x) \tau$$

(1.43)

If we then apply another gradient in the same direction, with equal magnitude at time $t_3$, the total accumulated phase will be:

$$\phi'(x, t) = -\gamma x G_z(x) \tau + \gamma x G_z(x) \int_{t_3}^{t_3+t} dt'. \quad (1.44)$$

It is clear from equation (1.44) that when the second applied gradient has been on for duration $\tau$, the total accumulated phase at all positions $x$ will be zero. At this moment, the spins create what is known as a “spin echo”, which is detectable with a radiofrequency receiver coil tuned to the Larmor frequency.

In general, the total signal, in the one dimensional example above, will be the superposition of all spins precessing in the xy plane:
\[ s(t) = \int dx \rho(x) e^{i\phi(x,t)} , \]  

(1.45)

where:

\[ \rho(x) \equiv \int \int dydz \rho(\vec{r}). \]  

(1.46)

Using equations (1.39) and (1.40), we may rewrite equation (1.45) as:

\[ s(k) = \int dx \rho(x) e^{-i2\pi x} \]  

(1.47)

where:

\[ k(t) = \frac{\gamma}{2\pi} \int_0^t dt' G(x,t') . \]  

(1.48)

Equation (1.48) refers to an inverse space known as “k-space”, and has units of inverse length. It is typically denoted by the variable ‘\( k \)’, as it is similar to the wave-number formalism of quantum physics, representing here the spatial frequency of spin phase along the applied gradient axis.

From equation (1.47), we see that the signal \( s(k) \) is simply the Fourier transform of the spin density of the sample. The spin density is therefore considered to be Fourier encoded along the \( x \)-axis. Given the inverse property of Fourier transforms, we can see that the spin density is therefore the inverse Fourier transform of the signal:

\[ \rho(x) = \int s(k) e^{+i2\pi kx} dk \]  

(1.49)

By applying a gradient of amplitude \( G_z(x,t) \), over time we are incrementing the value of \( k(t) \) according to equation (1.48). Thus, by sampling the signal over a
range of k-values, we may apply the Fourier analysis of equation (1.49) to obtain the spin density of the sample.

While this one dimensional example only provides insight into the projection of the spin density along one axis, the same methodology applies to collecting signals in a second dimension as well. In two dimensions, this additional spatial labelling is typically referred to as phase-encoding, as the gradient along the second dimension is incremented over the course of an experiment in order to spatially label spins with phase along this dimension. The field-of-view (FOV) in this dimension is related to the k-space increment such that

$$\text{FOV} = \frac{L}{\Delta k_{PE}}$$ (1.50)

with:

$$\Delta k_{PE} = \gamma G_{PE} t_{PE}$$ (1.51)

where $G_{PE}$ and $t_{PE}$ are the strength and duration of the phase-encoding gradient blip. The signal is then a two-dimensional extension of equation (1.47):

$$s(k_x, k_y) = \int dx dy \rho(x, y) e^{-i \pi (k_x x + k_y y)}$$ (1.52)

This phase-encoding may be applied along the third laboratory dimension as well in order to produce three-dimensional volume images.

In addition to frequency- and phase-encoding, linear magnetic field gradients are also used to select specific imaging slices within a sample. Since the application of a linear magnetic field gradient produces a range of precessional frequencies, and these frequencies are spatially dependent, a bandwidth selective radiofrequency pulse may be used to select the range of
frequencies corresponding to a particular slice. For example, if a linear magnetic field gradient is placed along the z-axis, then the frequency of a spin at position \( z \) will be:

\[
f(z) = f_0 + \frac{\gamma}{2\pi} G_z z
\]  

(1.53)

where \( f_0 = \frac{\gamma}{2\pi} B_0 \) is the Larmor precessional frequency at \( z = 0 \). If we wish to excite only a finite slice of thickness \( \Delta z \), extending from \( z_0 - \frac{\Delta z}{2} \) to \( z_0 + \frac{\Delta z}{2} \), then the range of frequencies must extend from \( \left( \gamma G_z z_0 - \frac{\gamma G_z \Delta z}{2} \right) \) to \( \left( \gamma G_z z_0 + \frac{\gamma G_z \Delta z}{2} \right) \). Therefore, the total width of the frequency range is:

\[
\Delta f = \left( \gamma G_z z_0 + \frac{\gamma G_z \Delta z}{2} \right) - \left( \gamma G_z z_0 - \frac{\gamma G_z \Delta z}{2} \right),
\]

(1.54)

which simplifies to:

\[
\Delta f = \gamma G_z \Delta z
\]

(1.55).

This relationship, equation (1.55), is defined as the bandwidth of the slice-selective radiofrequency pulse, \( \Delta f \equiv BW_{RF} \).

By implementing a gradient of amplitude \( G_z \), and an appropriate radiofrequency pulse \( \tilde{B}_r(t) \) of bandwidth \( BW_{RF} \), we may therefore excite a range of frequencies \( \Delta f \) in order to excite the slice \( \Delta z \). Since we typically wish to excite a ‘flat’ slice with well defined edges, it is intuitive to use a boxcar function of the
form \( \text{rect}(f/\Delta f) \), which has a Fourier inverse in the time domain proportional to a sinc function:

\[
B_i(t) \propto \sin c(\pi f \Delta t).
\]  

(1.56)

This means that, in the time domain, the RF excitation has an amplitude modulated by a sinc envelope. An illustrative example is shown in Figure 1.6, along with its Fourier inverse in the frequency domain, corresponding to a slice of thickness \( \Delta z \).

![Figure 1.6. Time-frequency relationship of slice selective sinc RF pulse](image)

While the above example demonstrates the selection of a slice orthogonal to the z-axis, one may similarly apply the same logic to slices orthogonal to the x- or y-axis as well. It is the choice of this gradient orientation that determines whether the imaging slice is considered to be coronal, sagittal, or axial.

Finally, it must be noted that, while a magnetic field gradient applied along \( \hat{z} \) allows for excitation of spins within a slice \( \Delta z \), this same gradient also induces a dephasing of spins along \( \hat{z} \) due to the spatially varying precessional...
frequencies they experience between their initial excitation and the end of the
gradient pulse. However, this dephasing may be recovered by the addition of
another gradient. To a first approximation, if we assume that the magnetization
is excited instantaneously at time \( t = 0 \), in the exact center of the slice select
gradient \( G_z(z, t = 0) \), then the spins will experience a phase along \( \hat{z} \) of:

\[
\phi(z, t) = -\gamma G_z z t.
\]  

(1.57)
Since the total signal (assuming a constant spin density, \( \rho_0 \)) is proportional to
\( e^{-i\phi(z, t)} \), thicker slices and/or higher gradient amplitudes will result in more
signal decay due to increased dephasing along \( \hat{z} \). However, in this simple
approximation of instantaneous excitation, the spins only experience dephasing
during the second half of the gradient pulse, and therefore, may be refocused
with a gradient whose area equals the area of this slice select gradient after \( t = 0 \).
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CHAPTER II

PHYSICAL PRINCIPLES OF DIFFUSION MRI

In the following pages, the concepts of diffusion MRI will be reviewed. The basic physical principles of molecular diffusion will be discussed, along with the effect that biological structures have on this process. The methodology for quantifying the rate of water diffusion with MRI will be explained, along with the information that may be gleaned from such experiments. The current directions of the research field will be described, along with current problems and limitations. Finally, this review will conclude with a brief outline of the particular applications of diffusion-weighted MRI contained in this thesis.

Overview of Diffusion MRI Research

Besides paving the way for the spin-echo imaging experiment that would later become a staple of modern NMR imaging and research, the seminal paper describing “Spin Echoes” by Erwin Hahn first described the effects that self-diffusing spins would have on the NMR signal. Because the NMR signal produced by a spin echo requires that precessing spins experience the same $B_0$-field during all RF pulses, Hahn noted, the thermal agitation and subsequent self-diffusion of spin-bearing molecules through inhomogenous regions of the field would produce a variance in the phase of the motile spins, resulting in an attenuation of the measured signal. The effects of this self-diffusion on the
measured signal would soon become a topic of concern among researchers, and so diffusion NMR was born. In the years to follow, researchers sought to quantify this molecular self-diffusion, through both theory and experiment. In 1954, Herman Carr and Edward Purcell published an article outlining the first NMR method for quantifying the rate of molecular self-diffusion through the use of a static magnetic field gradient (1). Two years later, H.C. Torrey amended the standard Bloch equations, describing the time dependence of precessing magnetic moments, by adding terms dependent upon the flux of diffusing magnetic moments, thus establishing the oft-cited Bloch-Torrey equations (2). Perhaps one of the most significant experimental leaps occurred in 1965, when Stejskal and Tanner developed the theory and methodology of the pulsed-gradient spin-echo (PGSE) experiment (3). This technique allowed researchers to quantify a discrete ‘diffusion time’ over which molecular diffusion was measured, thereby allowing for calculation of the spatial scale of molecular displacement. They also outlined the Fourier relationship between the NMR signal attenuation and the diffusion displacement probability, a theory that would lead the development of “q-space” MRI. Tanner, in 1978, was also first to coin the term “apparent diffusion coefficient” (ADC) to reflect the effects that complex media, such as biological tissues, would have on the effective diffusion rate (4).

Since these seminal works, a number of other theoretical and experimental frameworks have been developed for the quantization of molecular diffusion in biological samples. For example, the realization of diffusion anisotropy, or the directional dependence of the diffusion rate, has led to the
implementation of diffusion tensor imaging (DTI), and more recently, high angular resolution diffusion imaging (HARDI) in an attempt to map neural fiber pathways in brain white matter (5-8). Paul Callaghan has developed an elegant theoretical framework for describing restricted diffusion based upon so-called q-space diffusion-diffraction (9-10). Others, such as Woessner (11), Cory (12), Mitra (13), and Latour (14) have developed theories and methods for describing diffusion in compartmentalized geometries, biological cells in particular, extracting such relevant parameters as pore surface-to-volume ratio, extracellular tortuosity, and membrane permeability. Finally, work by Stepisnik (15-16), as well as by Parsons, et al (17), Does, et al (18), Schachter, et al (19), and Colvin, et al (20), has focused on methods for drastically decreasing the effective diffusion time of DW-MRI measurements, thereby probing biological structures nearly an order of magnitude smaller than those described in nearly all previous studies.

The Physics of Molecular Diffusion

In 1855, Adolf Fick derived an equation describing the steady-state, non-equilibrium diffusive flux, \( J \), of molecules across a molecular concentration gradient, \( \nabla C \) (21):

\[
\vec{J} = -D \nabla C
\]

(2.1)

Known as Fick’s first law, this relationship simply states that molecules will migrate at a diffusion rate \( D \) towards regions of lower molecular concentration. Combining this with the continuity equation (conservation of mass):
\[
\frac{\partial C}{\partial t} = -\nabla \cdot J \quad (2.2)
\]

we get Fick’s second law, often termed the law of diffusion:

\[
\frac{\partial C}{\partial t} = \nabla \cdot D \nabla C \quad (2.3).
\]

In the most simple case of isotropic diffusion, this reduces to:

\[
\frac{\partial C}{\partial t} = D \nabla^2 C, \quad (2.4)
\]

whose solution, in three dimensions, with initial condition \( C(r,0) = \delta(r) \), is a Gaussian function centered at \( r = 0 \):

\[
C(\vec{r},t) = \frac{1}{(4\pi Dt)^{3/2}} \exp\left(\frac{-\vec{r} \cdot \vec{r}}{4Dt}\right). \quad (2.5)
\]

Following upon this work, Albert Einstein developed a kinetic theory of diffusion in 1905 based upon the physical properties of the diffusing molecules, concluding that the mean squared displacement of a molecule diffusing at rate \( D \) over time \( t \) is:

\[
\langle r^2 \rangle = 2nDt \quad (2.6)
\]

where \( n \) is the dimensionality of the system (22). Known simply as the Einstein relation, it shows that the diffusion coefficient is proportional to the variance of the Gaussian diffusion model, i.e. \( \sigma^2 = 2Dt \). This relationship, as will be shown below, will prove highly beneficial for relating the measured diffusivity of water molecules within a biological sample to the spatial dimensions of their local cellular environment.
Introduction to Diffusion MRI

In order to understand how an NMR experiment may be used to quantify the rate of water diffusion within a medium, we examine the effect a single diffusing spin has on the NMR signal, using the simple bipolar pulsed gradient technique developed by Stejskal and Tanner (3). Let us consider a single magnetic moment, or spin, with gyromagnetic ratio $\gamma$, precessing in the transverse ($xy$) plane about the static, uniform magnetic field $B_0$. If the spin’s position is labeled by imposing a magnetic field gradient $G_x = dB_x/dx$, for a time $\delta$, the acquired phase, $\phi$, of that spin will be:

$$\phi = \gamma \int_0^\delta G_x x_1 dt = \gamma G_x x_1 \delta$$ (2.7)

where $x_1$ is the spatial coordinate of the spin along the gradient direction. (Note that we can arbitrarily set $\phi(0) = 0$ without loss of generality.) Following this spin labeling, a radiofrequency pulse, tuned to the Larmor frequency of the precessing spin, reverses the spin phase, resulting in $-\phi$. At a later time, $t = \Delta$, another $\delta$-pulse of equal magnitude is applied, imparting a phase shift:

$$\phi_2 = \gamma \int_\delta^{\Delta+\delta} G_x x_2 dt = \gamma G_x x_2 \delta$$ (2.8)

where $x_2$ is the spin’s position along the $x$-axis during the second pulse. If we assume that $\delta$ is sufficiently short as to not allow spin displacement during application of the gradient pulses, the net phase accumulation from both pulses will be:
\[ \delta(\phi) = -\phi_1 + \phi_2 = \gamma G_x \delta(x_2 - x_1). \]  

(2.9)

Clearly, if \( x_1 = x_2 \), the spin has no effective displacement, and the net phase is zero. However, if \( x_1 \neq x_2 \), the result is a net dephasing, or loss of phase coherence, with respect to those spins that are static. Extending this concept to an ensemble of \( N \) spins, the total transverse NMR signal will simply be the vector sum of all \( N \) resonant magnetic moments, and may be written:

\[ M = M_0 \sum_{j=1}^{N} \exp(i\delta_{j}) \]  

(2.10)

where \( M_0 \) is the initial transverse magnetization at \( t = 0 \).

Since we do not have knowledge of all \( N \) individual spin displacements and their corresponding phase shifts, we must take a statistical approach for evaluating this sum. If \( P(x_2|x_1, \Delta) \) is the conditional probability of a spin, initially at position \( x_1 \), being found at position \( x_2 + dx_2 \) after a time \( \Delta \), then the attenuation equation (2.10) may be cast in the form:

\[ \frac{M}{M_0} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(x_2 \mid x_1, \Delta) \exp(i\gamma G_x \delta(x_2 - x_1))dx_1 dx_2. \]  

(2.11)

If we assume a Gaussian solution to the Fickian diffusion equation described earlier, the one-dimensional conditional probability density takes the form:

\[ P(x_2 \mid x_1, \Delta) = \frac{1}{(4\pi D\Delta)^{1/2}} \exp \left( -\frac{(x_2 - x_1)^2}{4D\Delta} \right) \]  

(2.12)

and, inserting (2.12) into (2.11), we get:

\[ \frac{M}{M_0} = \exp \left( -\left(\gamma G_x \delta\right)^2 D\Delta \right). \]  

(2.13)
Therefore, using this approach, we may determine the diffusion coefficient by measuring the NMR signal attenuation at several values of $\Delta$ or $G$ (while typically keeping $\delta$ fixed). However, it must be noted that this simplified description is confounded by several problems in practice. First, given hardware limitations and/or choice of experimental parameters, $\delta$ may not always be considered negligible compared to $\Delta$. In this case, diffusion during the $\delta$-pulses will obscure the precise location, and thus phase, of the spin’s initial and final positions, resulting in an unclear determination of its net phase loss. Second, the application of additional gradient pulses for the purpose of imaging may alter the spin’s phase structure as well, causing additional attenuating effects on the magnetization. Therefore, we must develop a more robust framework for characterizing the phase loss due to diffusion, applicable to any generalized sequence of magnetic field pulses.

Published in 1956, Torrey’s modification of the Bloch equations, subsequently known as the Bloch-Torrey equations, describe both the rotational and translational dynamics of a spin precessing within an applied magnetic field, along with the relaxation effects occurring as a result of interaction with its environment (2). In the absence of magnetic field gradients, a simple time dependent solution to these equations may be found in terms of the Larmor precession frequency and relaxation decay constants. However, in the presence of an applied magnetic field, the evolution of the magnetization vector will depend upon both its position within the gradient field, as well as by the random thermal
motion of any diffusing spins as described by Fick’s second law, equation (2.13), resulting in:

$$\frac{\partial \Psi(r,t)}{\partial t} = -i\gamma \cdot \vec{G}(t)\Psi + \nabla \cdot \vec{D}\nabla \Psi$$  

(2.14)

where $\Psi$ is the magnetization vector at time $t$. Assuming a solution of the form:

$$\psi(r,t) = M(t) \exp\left(-i\vec{r} \cdot \vec{k}(t)\right)$$  

(2.15)

where $M(t)$ represents the attenuation due to diffusion, and

$$\vec{k}(t) = \gamma \int_{0}^{t} \vec{G}(t) dt', \quad \text{ (2.16)}$$

then (2.15) may be substituted into (2.14), resulting in

$$\frac{dM(t)}{dt} = -M(t)\vec{k}(t)^\top \vec{D}\vec{k}(t).$$  

(2.17)

The solution to (2.17) is then

$$M(t) = M_0 \exp\left(-\int_{0}^{t} \vec{k}(t)^\top \cdot \vec{D} \cdot \vec{k}(t') dt'\right)$$  

(2.18)

where, in the case of anisotropic diffusion, $\vec{D}$ is a symmetric, positive-definite, rank two tensor. For simplicity, equation (2.18) is often written as:

$$\frac{M}{M_0} = \exp\left(-\sum_{i=1}^{3} \sum_{j=1}^{3} b_{ij} D_{ij}\right)$$  

(2.19)

where

$$b_{ij} = \int_{0}^{t} \vec{k}(t') \cdot \vec{k}(t') dt'$$  

(2.20)
is termed the “b-value” and represents the diffusion weighting imparted upon the spin ensemble by both the imaging and diffusion sensitizing gradients. Integrating equation (2.20) for the sequence of bipolar pulsed gradients described earlier, we arrive at:

\[ b = \gamma^2 \delta^2 G_D^2 \left( \Delta - \frac{\delta}{3} \right) \]  

(2.21)

where \( G_D \) is the amplitude of the motion sensitizing diffusion gradient. This expression differs from that obtained in equation (2.13) by the subtraction of \( \frac{\delta}{3} \) from \( \Delta \), thereby accounting for the finite width of the gradient pulses used to label the spin’s position.

Advanced Diffusion MRI Methods

While a full mathematical description of the diffusion tensor, mentioned above, is too lengthy for this review, it will suffice to note that this type of analysis is well-suited for measuring diffusion in systems with anisotropic structure, such as myelinated white matter nerve bundles, or striated heart and skeletal muscle. In these cases, the diffusion sensitizing gradients are placed along six non-collinear axes in a series of six images, and the elements of the tensor for each voxel are calculated via equations (2.19) and (2.20). The resulting tensor may then be rotated into an eigenbasis, diagonalizing the tensor and establishing the principle axes of diffusion. The diffusion in each voxel is then modeled as an ellipsoid, with the principle axes corresponding to the eigenvalues and eigenvectors of the rotated tensor. Consequently, this ellipsoid represents the
three-dimensional Gaussian probability distribution of diffusion displacements within each voxel, with the major eigenvector corresponding to the primary alignment of fibers within that voxel.

While the assumption of Gaussian diffusion used in experimental analysis is sufficient for describing a wide variety of diffusion processes, it does not accurately predict the displacement of spins diffusing within a restricted environment. In particular, in biological cells where cellular and nuclear membranes and intracellular organelles hinder the mobility of diffusing water molecules, molecular diffusion within biological tissues may not be assumed to be Gaussian, as restrictive barriers to motion render the Gaussian displacement probability inaccurate. Nevertheless, the majority of NMR diffusion studies frequently evaluate the diffusion coefficient using this methodology, typically replacing $D$ with an apparent diffusion coefficient, or ADC. The ADC, which is a macroscopic measurement of water mobility, will thus differ from the true diffusion coefficient $D_0$ in a manner that depends on the effects of local restrictive barriers to diffusion. Consequently, by examining the variation in ADC over a range of diffusion times, one can obtain information about the range of spatial displacements in the local cellular environment via the Einstein relation, equation (2.6).

Alternative methods: q-space and q-balls

Considering that the assumption of Gaussian diffusion may break down in the presence of restrictive barriers, many researchers attempt to address the
problem by noting the Fourier relationship between the probability density and the signal attenuation, equation (2.11). Instead of assuming an explicit form for the probability density, one may invert the problem, obtaining information about the probability of spin displacement, at fixed diffusion time $\Delta$, by Fourier transforming the signal attenuation with respect to the spatial frequency vector, $\gamma \vec{G}_D \delta$. This may be written succinctly as:

$$P(R, \Delta) = \int_{-\infty}^{\infty} \exp(i2\pi \vec{q} \cdot \vec{R}) \frac{M(q, \Delta)}{M_0},$$

(2.22)

where

$$\vec{q} = (2\pi)^{-1} \gamma \vec{G} \delta,$$

(2.23)

is the reciprocal variable to displacement $\vec{R}$, and $P(\vec{R}, \Delta)$ is typically referred to as the diffusion propagator. While this model circumvents the assumption of Gaussian diffusion, and has been shown by several groups (9-10, 23) to be an appropriate description for a variety of geometries, this type of analysis has its limitations as well. First, this approach assumes that the phase labeling $\delta$-pulses are negligible with respect to the diffusion time, $\Delta$, between them. While this assumption may hold true in the limit of large diffusion times, the relevant scale of diffusion displacement in biological tissues is very small, on the order of microns or less. Consequently, in order to measure these microscopic displacements, increasingly large values of $\vec{q}$ must be used. However, since $\vec{q}$ is the product of gradient amplitude and duration, this may be limited by the maximum gradient amplitude available, or by the narrow $\delta$-pulse requirement at
short diffusion times. Nevertheless, this type of analysis still provides important information pertaining to biological systems without assuming Gaussian diffusion. One particularly useful application of this methodology is in the case of anisotropic diffusion mentioned earlier. In white matter, where bundled, myelinated nerve cells channel the diffusion preferentially along their primary axis, one can map the directionality of such structures within each voxel (volume pixel) by evaluating the directional dependence of diffusion displacement within that voxel. While the diffusion tensor model was the first logical approach to such a task, it was immediately realized that given the microscopic dimensions of nerve cells, a single imaging voxel may contain a population of nerves with very different directional properties. More specifically, nerves may cross, branch, or curve, all within one voxel, a problem known as partial volume averaging. Therefore, the diffusion tensor and associated ellipsoid may be insufficient for describing such complicated geometries.

However, by employing the q-space methodology described above, over a large number of gradient directions, it is possible to obtain a three-dimensional displacement probability that is independent of any underlying model for the diffusion process. In doing so, voxels with diffusion along multiples axes will exhibit diffusion signals with multiple maxima and minima corresponding to a heterogeneity of underlying fiber orientations. One approach to this, called q-ball imaging, measures the signal at multiple values of $\vec{q}$ evenly spaced on the surface of a sphere in q-space. While the details of the subsequent analysis will not be described here, the significance of this approach is that an orientation
distribution function (ODF) is obtained. While the ODF differs from the probability distribution function (PDF) in that it does not provide specific information regarding the magnitude of spatial displacements, it nevertheless reveals important information regarding the underlying morphology of the tissue within each voxel by resolving fibers with a range of angular distributions. This technique is particularly beneficial for resolving voxels with crossing or splaying fibers.

A similar approach, called diffusion spectrum imaging (DSI), measures the signal at multiple values of $\bar{q}$ spaced evenly upon a three-dimensional Cartesian grid, thereby providing additional information about the magnitude of displacement in addition to the angular dependence. While this latter technique provides some indication of the size of the restrictive compartments as well, it suffers from the same limitations described above at short diffusion times and is thus incapable of evaluating decreasingly smaller microscopic displacements via the propagator formalism. In addition, given the large number of q-values needed to resolve such distributions, these imaging modalities are generally very time intensive as well.
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CHAPTER III

OSCILLATING GRADIENT DIFFUSION MRI METHODS

Introduction to OGSE Techniques

It was mentioned earlier that the presence of restrictive structures in biological tissues gives rise to a time dependence of the diffusion coefficient. Therefore, by varying the diffusion time in an NMR experiment, variations in the spatial scale of molecular displacements may be gauged by variations in the ADC. In general, the shorter the diffusion time, the higher the ADC, as less restrictions are encountered, and vice versa. However, as an alternative to measuring the effects of diffusion time on ADC, the correlation between a molecule’s velocity at two different time points may be used to quantify the spatial scale of restrictive barriers in the intracellular environment. While the memory of a spin’s velocity in unrestricted media is erased on the order of picoseconds due to intermolecular thermal collisions, the presence of restrictive barriers provides a correlation that may persist over a timescale amenable to NMR measurement, and may be measured by appropriate choice of spin phase modulation.

It is has been shown that the diffusion tensor is related to the molecular velocity autocorrelation function, $\langle v(t)v(0) \rangle$, by a Fourier transform (1):
As mentioned, freely diffusing water molecules have effectively zero correlation on the timescales accessible to measurement, while coherently flowing molecules have a positive correlation, and restricted molecules reflecting off of cellular boundaries will have a persistent negative correlation that is dependent upon the spacing of the restrictions. See Figure 3.1.

\[ D_{ij}(\omega) = \frac{1}{2} \int_0^\infty \langle v_i(t')v_j(0) \rangle e^{-i\omega t'} dt'. \]  

(3.1)

As a result, \( D(\omega) \) will reflect the degree of restriction at long \( t \) (low \( \omega \)), and will approach the tissue’s intrinsic \( D_0 \) at short \( t \) (high \( \omega \)). Therefore, by measuring the spectral density of \( D(\omega) \) over a broad range of frequencies, one may be able to obtain information about the range of restrictions within biological tissues.
Utilizing a density matrix formalism that will not be outlined here, Stepisnik (1) found that the diffusion attenuated signal from an NMR experiment may be written in terms of the product of the spectral density $D(\omega)$ of the spin velocity auto-correlation and the dephasing due to the gradient pulses $F(\omega)$:

$$S = S_0 \exp(-\beta(t)) = S_0 \exp\left(-\frac{1}{\pi} \int_0^\infty F(\omega)\tilde{D}(\omega)\tilde{F}(\omega)d\omega\right)$$  \hspace{1cm} (3.2)$$

where $\beta(t)$ is the attenuation factor, and

$$\tilde{F}(\omega) = \int_0^\infty dt \exp(i\omega t)\tilde{F}(t) = \int_0^\infty dt \exp(i\omega t)\int_0^t dt'\gamma\tilde{G}(t').$$  \hspace{1cm} (3.3)$$

Note that $\tilde{F}(t) = \tilde{k}(t)$, which is just the time-dependent gradient induced spin modulation described earlier. Succinctly, equation (3.3) shows that $\tilde{F}(\omega)$ is the spectral density (Fourier transform) of the time-dependent gradient waveform. As a result, we may isolate and probe specific frequencies of the diffusion spectrum with appropriate choice of phase modulation. While Callaghan and Stepisnik (2-4) have used sequences of RF pulses interspersed with gradient pulses to achieve such an effect, the method employed throughout the remainder of this thesis makes use of a sinusoidally varying gradient of frequency $\omega_m$ (where the subscript $m$ denotes the modulation frequency). Figure 3.2 outlines two of the possible gradient waveforms that may be used, namely the cosine (C) and sine (S) modulated waveforms, along with the conventionally implemented bipolar
pulsed gradients. The corresponding Fourier transforms, or spectral densities, are also shown.

The sine-modulated gradient waveform has, in the case of infinite pulse duration, a spectral density of dephasing:

\[
F(\omega) \propto \Im \left[ \int_0^t \sin(\omega_m t')dt' \right] \propto \\
\Im[1 - \cos(\omega_m t)] \propto \delta(\omega) + \sqrt{\frac{T}{2}} \delta(\omega \pm \omega_m).
\]  

(3.4)

The cosine-modulated waveform has spectral density:

\[
F(\omega) \propto \Im \left[ \int_0^t \cos(\omega_m t')dt' \right] \propto \\
\Im[\sin(\omega_m t)] \propto \sqrt{T} \delta(\omega \pm \omega_m).
\]  

(3.5)

As is clear from Figure 3.2, the bipolar pulsed gradients do not sample the frequency spectrum discretely, and are therefore inappropriate for this type of
analysis. However, both the cosine- and sine-modulated waveforms do provide
the discrete sampling of $\tilde{F}(\omega)$ necessary to extract $\tilde{D}(\omega)$. Furthermore, while
the sine-modulated waveform samples the spectrum at $\pm \omega_m$, it is clear from
equation (3.4), as well as Figure 3.2, that there is a significant zero frequency
component associated with this waveform. The cosine modulated waveform, on
the other hand, does not contain this component and is therefore a more
appropriate choice for our studies. Because of nonzero gradient rise times,
however, the initial rise to maximum amplitude confounds the issue, requiring
slight modification of the modulation. In this case, the first lobe of the cosine
waveform is replaced with a sine waveform of twice the base frequency.
Although this modifies the corresponding diffusion weighting, the result is still
tractable and serves only to widen the peaks slightly, though insignificantly (5).

Similar to the pulsed-gradient spin-echo method, the amount of diffusion-
weighting, or b-value, is calculated via equation (2.20). For the sine-modulated
waveform this results in:

$$b_{\text{sine}} = \frac{3}{8} \left( \frac{\gamma G_D}{\pi N} \right)^2 T^4,$$

(3.6)

where $N$ is the number of oscillations implemented per waveform duration, $T$.
For the apodized cosine-modulated waveform described above, this integrates
to:

$$b_{\text{cos}} = \frac{1}{8} \left( \frac{\gamma G_D}{\pi N} \right)^2 T^3 \left( 1 - \frac{1}{8N} \right).$$

(3.7)
Using these techniques, specific frequencies of the diffusion spectrum may be sampled by utilizing gradients of the appropriate modulation frequency $\omega_m$ within a spin-echo imaging sequence. Such methods are therefore termed ‘diffusion spectroscopy’, or sometimes ‘temporal diffusion spectroscopy’, to indicate the use of time-dependent gradient waveforms for sampling discrete frequencies of the diffusion spectrum. While the term ‘diffusion spectroscopy’ has been employed by other groups implementing q-space diffraction methods (6-7), such studies would be more appropriately labelled as ‘displacement spectroscopy’, as these methods make use of the Fourier relationship between the spatial-dependence of the gradient waveforms and the displacement probability function (as briefly described in Chapter II).

Since the phase modulation of spins, using temporal diffusion spectroscopy, occurs on the order of an oscillation period, the resulting effective diffusion time is on this order as well. Using currently available hardware in the Center for Small Animal Imaging (CSAI) at Vanderbilt University, modulation frequencies of several kilohertz (kHz) may be obtained, resulting in diffusion times far below one millisecond, an order of magnitude smaller than those cited in any of the current literature using pulsed-gradient imaging techniques.

However, it must be noted, that while it may seem obvious that the effective diffusion times obtained with this technique are proportional to the period of gradient oscillation, the concept of a discrete diffusion time is not explicitly defined for continuous gradient waveforms. Nevertheless, this thesis, as well as several published articles implementing these techniques (5, 8-11),
often refer to an effective diffusion time for illustrative purposes, in order to
describe the spatial range of molecular displacements. This effective diffusion
time is typically quoted in accordance with the concepts presented by Gross and
Kosfeld, et al. (12). In an article by Does and colleagues, (10), an analogy with
the diffusion times of pulsed-gradient diffusion methods is made, resulting in
effective diffusion times of 1/4 and 3/8 of an oscillation period for cosine- and
sine-modulated waveforms, respectively. However, a more thorough description,
as outlined by Fordham, et al. (13), and adapted to sine- and cosine-modulated
gradients by Parsons, et al. (5), derives the effective diffusion terms using a
cumulant expansion of the signal attenuation created by motion sensitizing
gradients. While a complete description of these derivations will not be
presented here, it will suffice to note that the effective diffusion times quoted
above, and throughout this thesis, represent the zeroth order terms of these
expansions, although higher order corrections may be more appropriate for
subsequent analysis and data modeling. However, the applications outlined in
this thesis will focus primarily on the spectral decomposition of the diffusion
attenuated signal, defining the diffusion coefficient as a function of modulation
frequency, as opposed to diffusion time, and zeroth order effective diffusion times
will only be quoted briefly in reference to effective molecular displacements.

Experimental goals

Several previous studies implementing oscillating gradient techniques in
model, as well as biological, systems have demonstrated the efficacy of these
methods for probing diffusion processes over very short diffusion times (5,8-11). In this thesis, these techniques have been extended to explore diffusion in biological systems at even shorter diffusion times than previously recorded, as well as assess the efficacy of these methods in evaluating tumor microstructure, and the response of tumors to chemotherapeutic treatment. In the paragraphs that follow, the salient features of each study will be briefly described, with an emphasis on the experimental goals of each experiment and the questions they aim to answer. The following chapters will then provide specific details of each experiment, along with scientific results and discussion.

The studies outlined in the subsequent chapters of this thesis are described briefly below:

(a) Chapter IV - The Effects Of Intracellular Organelles On The ADC Of Water Molecules In Cultured Human Embryonic Kidney Cells

While the scientific literature devoted to diffusion MRI methods has demonstrated a clear connection between variations in ADC and diseased tissue states such as stroke and cancer, the underlying pathophysiological mechanisms underlying these changes remain to be elucidated. For example, 20-50% decreases in ADC following ischemic stroke have been reported, with this variation attributed to any one, or some combination, of several possible factors including cellular swelling (14-15), reduced cytoplasmic streaming associated with decreased ATP levels (15-16), and changes in membrane permeability (17-18). However, there is little to no consensus about the degree to which each of
these factors may influence the drop in ADC. Even less is understood about the pathophysiological facts that influence ADC in cancer, where the heterogeneity of cellular architecture and vascularity greatly confound the issue. Therefore, in an effort to elucidate the intracellular mechanisms that influence variations in ADC, we have performed several studies on cultured cell samples manipulated with one of several drugs designed to target specific components of the intracellular milieu. These studies demonstrate the effects that Brefeldin A (Golgi-disrupting agent), Cytochalasin D (actin disrupting agent), and Nocodazole (microtubule disrupting agent) have on the ADC of packed 293-EBNA (human embryonic kidney) cells.

(b) CHAPTER V – New Insights Into Tumor Microstructure Using Temporal Diffusion Spectroscopy.

The use of diffusion MRI has gained increasing popularity in the cancer community for its sensitivity to changes in cellularity associated with tumor proliferation and/or treatment response. Several studies have demonstrated a clear increase in ADC associated with tumor response, as well as a decrease in ADC due to increases in cellularity (19-22). However, the majority of these studies continue to employ conventional PGSE techniques, measuring ADC over relatively long diffusion times (tens of milliseconds), thereby rendering their information incomplete. These types of experiments obscure information about tissue heterogeneity on an intracellular scale and ignore the effects that subcellular reorganization may have on tissue ADC. The studies described in
this thesis have aimed to address this shortcoming by measuring diffusion times approaching one millisecond in a C6 glioma model in rats \textit{in vivo}, thereby demonstrating the increased contrast and details of tissue microstructure obtainable with OGSE methods.

(c) CHAPTER VI – Earlier Detection Of Tumor Treatment Response Using Magnetic Resonance Diffusion Imaging With Oscillating Gradients.

Since OGSE techniques are capable of resolving details of tumor microstructure obscured by conventional pulsed-gradient methods, these methods may provide greater insight into tumor treatment response as well. While several studies employing conventional techniques have demonstrated an increase in ADC following positive treatment effects, the aggressive nature of malignant tumors, particularly in the brain, has highlighted the need for assessing changes in tumor microstructure at their earliest onset. Most of the studies to date have shown that ADC increases with decreasing cellularity following therapeutic treatments; however, these studies have been unable to attribute these changes to any variations in tissue microstructure that precede changes in cellularity. In a 9L glioma model in rats \textit{in vivo}, OGSE techniques have been shown to reveal changes in ADC prior to changes in cellularity, suggesting that these techniques are sensitive to microstructural changes occurring on an intracellular scale, thereby providing an earlier and/or more sensitive biomarker of treatment response.
Preliminary results in phantoms

The use of oscillating gradient diffusion NMR methods for the measurement of ADC in biological tissues is predicated upon the validation of these techniques in samples with known diffusivity. In order for these methods to be reliable, ADC values obtained in samples of pure distilled water and dimethyl sulfoxide (DMSO) at room temperature should match those values established in the literature. Furthermore, values obtained with PGSE and OGSE methods should also be equivalent in free (unrestricted) samples, within signal-to-noise (SNR) considerations.

A sample of pure distilled water in a sealed 8 mm outer diameter NMR tube, at room temperature, was placed in a 38 mm quadrature Litz birdcage coil for imaging at 4.7T. Pulsed gradient diffusion NMR images were collected at a field of view of 12 mm x 12 mm, slice thickness = 2 mm, matrix = 128 x 128, TR/TE = 3000/75.4 ms, number of acquisitions = 4, with $\delta = 5$ ms, $\Delta = 30$ ms, and b-values of 0 and 500 s/mm$^2$. Measurements were collected with both positive and negative gradient polarities, and geometrically averaged to eliminate gradient diffusion cross-terms associated with PGSE measurements (23). These cross-terms arise when imaging gradients add additional phase structure, and thus additional diffusion weighting, to that imparted by the initial diffusion gradient pulse. OGSE images were also collected using the same imaging parameters, at the same b-values, with the duration of gradient waveforms $T = 33.33$ ms, with the number of oscillations varying between $N = 1$ and $N = 8$, resulting in frequencies between 30 Hz and 240 Hz. Since no phase structure exists
following the implementation of oscillating gradient pulses (their zeroth order moment is zero), OGSE methods do not suffer the problem of cross-terms.

Whole sample regions of interest were drawn and average ADC values were calculated using equations (2.19) and (2.20), along with standard deviations of the mean. Mean ADC values (+/- standard deviation) were consistent across all OGSE frequencies, as well with PGSE methods; all ADC values were also consistent with the value for free water at room temperature cited in the literature, approximately \( \sim 2.3 \, \mu m^2/\text{ms} \).

![Figure 3.3. ADC vs oscillation frequency for room temperature samples of pure water and DMSO](image)

In a separate experiment, an equal sized sample of DMSO was placed in the same RF coil as described above, and imaged using the same protocol for both OGSE and PGSE techniques. Again, whole sample regions of interest were drawn and mean ADC (+/- standard deviation) were calculated. Again, calculated values were all approximately equal to the value of the ADC for DMSO at room
temperature found in the literature, 0.73 $\mu\text{m}^2/\text{ms}$. Numerical values are not listed here, but values for both OGSE and PGSE experiments, for both water and DMSO, are shown graphically in Figure 3.3. For the convenience of displaying all values in a single plot, the PGSE value is plotted at $\omega = 0$. It is clear that ADC values across frequencies, as well as for PGSE, is approximately constant.

In addition to the previously described experiments, additional experiments were performed in order to validate the performance of specialized gradient hardware for use on the Varian 7T imaging system in the CSAI. Designed by Doty Scientific, Inc. (Columbia, SC, USA), this self-contained gradient coil and probe is capable of achieving linear gradients up to 3500 G/cm along a single axis (z-only).

A spin-echo spectroscopic pulse sequence was used to measure the whole sample ADC of pure water. The samples were maintained at approximately 18° C due to their proximity to the water cooling lines of the gradient hardware, which are also set at 18° C. Oscillation frequencies were measured in two hundred Hertz increments, ranging from 200 Hz to 2000 Hz, at b-values of 0 and 500 s/mm$^2$, with two oscillating gradient waveforms of 20 ms each, with TR/TE = 3000/48.2 ms, and number of acquisitions = 4. Pulsed-gradient spin-echo measurements were also collected with $\delta = 5$ ms and $\Delta = 30$ ms, with all other sequence parameters unchanged. Mean ADC values +/- standard deviation were calculated from peak spectroscopic amplitudes. Measurements were then repeated, with the same sample, four additional times over the course of one month, and mean values (+/- standard deviation of the
mean) were calculated. The values obtained for all frequencies, as well as for PGSE methods, are not listed here, but are presented graphically in figure 3.4; PGSE values are again plotted at $\omega = 0$. It is clear that mean values remain constant, independent of oscillation frequency or diffusion time.

![Figure 3.4. ADC vs oscillation frequency for samples of pure water at 18° C.](image)

Figure 3.4. ADC vs oscillation frequency for samples of pure water at 18° C.
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CHAPTER IV

THE EFFECTS OF INTRACELLULAR ORGANELLES ON THE ADC OF WATER MOLECULES IN CULTURED HUMAN EMBRYONIC KIDNEY CELLS

Abstract

The rate of self diffusion of water molecules in biological tissues is reduced from that in a purely aqueous medium due to the compartmentation of water by nuclear and cellular membranes, as well as by the presence of intracellular organelles. These cellular structures serve as barriers to molecular displacement and restrict the distance available for individual water molecules to diffuse. The effective rate of diffusion through a tissue is thus dependent upon the size and spacing of structures in the local cellular environment, and may be quantified in terms of an apparent diffusion coefficient (ADC), as measured with diffusion-weighted magnetic resonance imaging (DW-MRI). Diffusion-weighted MRI measurements of ADC may therefore be sensitive to pathologically induced variations in cellular morphology, and are commonly used to characterize tissue changes in pathologies such as stroke and cancer. However, while these pathologies are known to produce significant changes in ADC from that measured in healthy tissue, the underlying biophysical mechanisms influencing these variations remain poorly understood. Furthermore, the majority of DW-MRI experiments continue to examine these processes over relatively long diffusion times, such that variations in ADC reflect changes in cellular architecture over a
broad range of spatial scales. In order to provide further insight into the pathophysiological factors influencing tissue ADC, we have studied a model system of packed cultured human embryonic kidney cells at very short effective diffusion times (below one milisecond) following microtubule depolymerization, actin/cytoskeleton depolymerization, and disassembly of the Golgi complex. While the effects of Golgi disruption showed no change in ADC from that measured in control cells, depolymerization of the microtubule and actin filament networks showed decreases in ADC of approximately 2% and 4.2%, respectively, the latter of which was found to be statistically significant (p < 0.05).

Introduction

Tissue pathologies such as cancer and stroke, which are well known to alter tissue water diffusion rates, are routinely studied with diffusion-weighted MRI techniques. Increases in cellularity resulting from tumor proliferation, for example, have been shown to cause decreases in ADC (1-3), while the positive effects of therapeutic intervention, which typically decrease cellularity through apoptosis and necrosis, have been correlated with increases in ADC (4-9). The most notable application of DW-MRI, however, is in the diagnosis and evaluation of stroke, where decreases in ADC ranging from 20%-50% have been reported in the brain within minutes of ischemic insult, and often persisting for several hours to several days (10-13). However, despite the increasing utility and application of these techniques in both clinical and research settings, the specific biophysical mechanisms underlying these variations in ADC remain unclear.
Several theories regarding the decrease in ADC following ischemic stroke have been presented. An increase in cell volume resulting from swelling, for example, may result in a larger fraction of water in the highly restricted intracellular space, as well as increased extracellular tortuosity, thereby lowering ADC (14-16). However, changes in the intracellular ADC due to other mechanisms, such as reduced cytoplasmic streaming through ATP depletion, or increased viscosity due to microtubule disruption, have also been proposed (17-18), along with possible influences from variations in cellular membrane permeability (19-20). A confounding factor in all of these studies, however, is the consistent use of relatively long experimental diffusion times (tens of milliseconds), such that the effects of cellular structures on the order of 2-3 microns in size are indistinguishable from those on a whole cell scale. It is therefore of interest to explore the variations in ADC, which accompany cellular reorganization, at very short diffusion times in order to glean information about the pathophysiological factors influencing such changes.

In this study, we have implemented a previously described Oscillating Gradient Spin-Echo (OGSE) technique for measuring diffusion processes on a submillisecond scale in a model tissue system (21-24). By measuring the ADC in packed, cultured human embryonic kidney cells (293-EBNA), following manipulation of the intracellular milieu with various pharmaceuticals, we aim to provide insights into the influence that various intracellular organelles have on the effective rate of water diffusion in tissue. The effects of Golgi apparatus disruption (with brefeldin A), actin depolymerization (with cytochalasin D), and
microtubule depolymerization (with nocodazole) on ADC were measured using both OGSE and conventional, pulsed gradient spin echo (PGSE) techniques. Several OGSE measurements over a range of oscillation frequencies up to two kilohertz (kHz), corresponding to effective diffusion times below one millisecond, were performed in order to establish the spatial scale over which structural restrictions have an effect on ADC. In addition, several representative cell samples, each treated with one of the prescribed drugs, were stained with antibody markers and imaged using laser scanning confocal microscopy in order to verify the alteration of intracellular structure compared with control cells. Finally, samples of bovine serum albumin (BSA) were measured at increasing concentration, using both methods, in order to assess the effects of protein content on ADC.

Materials and Methods

The 293-EBNA cell line was derived from primary embryonal human kidney cells transformed with sheared human adenovirus type 5 DNA and Epstein-Barr virus nuclear antigen (EBNA) 1. These cells can episomally amplify plasmids containing the viral EBV origin of replication, making them highly suitable for transfection.

Cells were cultured in suspension with F17 (Invitrogen, #0050092DK) supplemented with 0.1% Pluronic F68, 4 mM glutamine, and 50 mg/ml of G418. The culture was split every four days. The day of sample preparation, cell viability was measured using the trypan blue dye exclusion method. Cells were then
transferred to 250 μL sample tubes, with each sample containing approximately 2.5 x 10^7 cells in media. When indicated, the following drugs were applied at the following concentrations: brefeldin A at 350 μM (Sigma-Aldrich, #B7450), nocodazole at 100 nM (Sigma-Aldrich, #M1404), and cytochalasin D at 5 μM (Invitrogen, #PHZ1063). Control cell samples (N = 18) received an equal volume of phosphate buffered saline (PBS) only.

Treatment protocol

Brefeldin A is a lactone antibiotic that interferes with protein secretion, as well as protein transport between the Golgi apparatus and the endoplasmic reticulum, resulting in an accumulation of proteins in the endoplasmic reticulum (25-28). This drug has also been shown to collapse and redistribute Golgi stacks into tubular formations within minutes of exposure (26-28). Samples (N = 18) were treated with concentrations of 350 μM Brefeldin A and incubated at 37° for thirty minutes prior to data collection.

Cytochalasin D is a cellular membrane permeable, fungal metabolite well known to affect the morphological and motile properties of eukaryotic cells through its interaction with actin filaments. This treatment has been reported to severely disrupt actin network organization, increasing the number of actin filament ends and leading to aggregates, or foci, of filamentous fragments (29-32). Furthermore, given the role of actin filaments in the motility of intracellular organelles, metabolites, and nutrients, this drug is commonly used to significantly reduce or eliminate the effects of cytoplasmic streaming (31-32). All 293-EBNA
samples exposed to Cytochalasin D (N = 18) received doses of 5 \( \mu \text{M} \) concentration and were further incubated at 37° for approximately one hour prior to data collection.

Nocodazole is a synthetic, antimitotic agent commonly used to inhibit microtubule self-assembly, as well as depolymerize existing microtubules. Exposure to this drug has been reported to inhibit cytokinesis by altering the mitotic spindles, composed largely of microtubules, that align and separate chromosomes during cell division, arresting the cell cycle in the G2- or M-phase (33-35). This drug has also been reported to disrupt Golgi traffic, resulting in the formation of Golgi ministacks throughout the intracellular space (36-37). Samples (N = 18) were treated with 100 nM concentrations of Nocodazole and allowed to incubate at 37° for ninety minutes.

Approximately twenty minutes prior to each experiment, cell samples were removed from incubation and allowed to reach thermal equilibrium with room temperature. Samples were then centrifuged at 6000 rpm for five minutes, and identical volumes of supernatant fluid were removed with a micropipet. Sample tubes were then placed in the specialized gradient coil described earlier, and maintained at a temperature of approximately 19° C due to their proximity to the water cooling lines of the gradient hardware.

Phantom experiments in albumin

Bovine serum albumin samples of 5%, 10%, 15%, and 20% (w/w) were prepared by dissolving BSA powder (Sigma-Aldrich, St. Louis, MO) in pure
distilled water at room temperature. Solutions were then transferred to 250 µL sample tubes for data collection.

Data collection and analysis

Whole sample $^1$H spectroscopic measurements of NMR water signal were acquired with a spin echo pulse sequence using a Varian 7T scanner implemented with a single axis (Z-only) gradient coil fitted with a 300 MHz transmit/receive radiofrequency (RF) probe designed by Doty Scientific, Inc. (Columbia, SC, USA). Diffusion-weighted spectra, consisting of 2048 complex data points, were acquired with the conventional pulsed-gradient spin echo method using diffusion-sensitizing gradient pulses of duration $\delta = 5$ ms and separation $\Delta = 30$ ms. Spectra were also collected implementing two cosine-apodized oscillating gradient waveforms, as described in Chapter III, each of duration $T = 20$ ms, per sequence repetition, at oscillation frequencies between 200 Hertz (Hz) and 2 kiloHertz (kHz), in 200 Hz increments. Peak echo amplitudes, averaged from eight acquisitions ($\text{NEX} = 8$), were fit to the standard Stejskal-Tanner diffusion attenuation equation (2.19), with b-values calculate via equation (2.20). For all samples, and both imaging methods, b-values of 0, 300, and 600 s/mm$^2$ were used, along with $\text{TR} = 3000$ ms and $\text{TE} = 54.5$ ms.

Data analysis was performed using Matlab 2009a (The Mathworks, etc). All results are reported as mean ± standard deviation (SD). The statistical significance of differences in ADC values between treated and control groups, for
both imaging methods, was determined using student t-tests, with significance set at the \( \alpha = 0.05 \) level.

Results

A plot of mean ADC vs oscillation frequency is plotted in Figure 1 for cells treated with Brefeldin A, as well as for untreated control cells. Values for treated cells ranged from \( 1.12 \pm 0.05 \, \mu m^2/\text{ms} \) at 200 Hz, to \( 1.45 \pm 0.08 \, \mu m^2/\text{ms} \) at 2 kHz, while values for control cells ranged from approximately \( 1.12 \pm 0.06 \, \mu m^2/\text{ms} \) at 200 Hz to \( 1.46 \pm 0.08 \, \mu m^2/\text{ms} \) at 2 kHz. Values as measured with PGSE techniques were \( 0.43 \pm 0.04 \, \mu m^2/\text{ms} \) and \( 0.44 \pm 0.05 \, \mu m^2/\text{ms} \), for treated and controls, respectively. This difference was statistically insignificant (\( p = 0.83 \)). The maximum difference in ADC across all frequencies was found to be 1.4\% at 400 Hz, with an average difference across all frequencies of only \( 0.1 \pm 0.7\% \). Student t-tests showed no significant difference between treated and control ADC values, for all measured frequencies (\( p >> 0.05 \)).
Figure 4.1. Mean ADC vs oscillation frequency for samples treated with Brefeldin A. Values for controls are also shown.

Mean ADC values vs oscillation frequency for cells treated with Cytochalasin D are shown in Figure 2, along with values for controls. It is clear from this figure

Figure 4.2. Mean ADC vs oscillation frequency for samples treated with Cytochalasin D. Values for controls are also shown.
that ADC values in treated and control samples are approximately equal at frequencies below 1 kHz, but begin to diverge at higher oscillation frequencies (decreasing ‘effective’ diffusion times). However, these differences are only statistically significant for the 1.8 kHz and 2.0 kHz oscillation frequencies (corresponding to ‘effective’ zeroth order diffusion times of approximately 139 µs and 125 µs, respectively). Table 1 shows the mean ADC values in treated cells, as well as controls, across all measured frequencies. The student t-test values for p are also shown. The mean ADC value measured in treated samples with PGSE techniques was $0.45 \pm 0.05 \mu m^2/ms$, compared to $0.44 \pm 0.05 \mu m^2/ms$ for controls, as quoted earlier. A student t-test comparison found this difference to be insignificant ($p = 0.77$).

<table>
<thead>
<tr>
<th>kHz</th>
<th>ADC (TX)</th>
<th>ADC (C)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.13 (0.07)</td>
<td>1.12 (0.06)</td>
<td>0.82</td>
</tr>
<tr>
<td>0.4</td>
<td>1.20 (0.05)</td>
<td>1.20 (0.07)</td>
<td>0.76</td>
</tr>
<tr>
<td>0.6</td>
<td>1.24 (0.05)</td>
<td>1.23 (0.06)</td>
<td>0.73</td>
</tr>
<tr>
<td>0.8</td>
<td>1.27 (0.05)</td>
<td>1.26 (0.05)</td>
<td>0.85</td>
</tr>
<tr>
<td>1</td>
<td>1.30 (0.05)</td>
<td>1.30 (0.06)</td>
<td>0.78</td>
</tr>
<tr>
<td>1.2</td>
<td>1.33 (0.05)</td>
<td>1.35 (0.05)</td>
<td>0.35</td>
</tr>
<tr>
<td>1.4</td>
<td>1.36 (0.06)</td>
<td>1.38 (0.06)</td>
<td>0.26</td>
</tr>
<tr>
<td>1.6</td>
<td>1.38 (0.06)</td>
<td>1.42 (0.07)</td>
<td>0.16</td>
</tr>
<tr>
<td>1.8</td>
<td>1.39 (0.05)</td>
<td>1.45 (0.07)</td>
<td>0.049</td>
</tr>
<tr>
<td>2</td>
<td>1.40 (0.05)</td>
<td>1.46 (0.06)</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Table 4.1. Mean ADC in cells treated (TX) with Cytochalasin D and control (C) cells as a function of oscillation frequency. Student t-test p-values are also shown.

Results for samples treated with Nocodazole are illustrated in Figure 3. While there appears to be a divergence in ADC values with increasing oscillation
frequency, student t-tests found these differences to be insignificant. At 2 kHz, the mean ADC value of treated samples was $1.43 \pm 0.06 \, \mu m^2/ms$, compared to $1.46 \pm 0.08 \, \mu m^2/ms$ for controls, a decrease of just over 2%, although differences at lower frequencies are clearly much smaller. The mean value measured with PGSE was $0.45 \pm 0.06 \, \mu m^2/ms$; compared with the mean value for PGSE in controls quoted earlier, this difference was insignificant ($p = 0.84$). The approximate 2% difference in ADC at the highest oscillation frequency is similar to that reported by Sehy, et al (18), who measured ADC differences in Xenopus oocytes following treatment with Nocodazole at an effective diffusion time of 4.7 ms.

Figure 4.3. Mean ADC vs oscillation frequency for samples treated with Nocodazole. Values for controls are also shown.
A plot of the percentage difference in mean ADC values, between treated samples and controls, is shown in figure 4.4 for all three treatments. The percentage difference was defined as:

\[
\text{\% difference} = \frac{mADC_C - mADC_{TX}}{mADC_C} \times 100\%,
\]

where \( mADC_C \) and \( mADC_{TX} \) correspond to the mean ADC values across all \( N = 18 \) samples for control and treated samples, respectively. While student t-tests did not indicate a significant difference in ADC values, at any frequency, for the Brefeldin A or Nocodazole treatments, it is clear from this figure that ADC values above 1000 Hz begin to decrease from those values below 1000 Hz for all treatments. At this oscillation frequency, the effective zeroth order diffusion time is approximately 0.25 ms, corresponding to a diffusion length of approximately one micron (assuming an unrestricted ADC of \( \sim 2 \mu m^2/ms \)). This indicates that restriction effects on the order of 1-2 microns may have an effect on ADC values; however, these effects would be obscured using the long diffusion times implemented in most PGSE studies.
Figure 4.4. Mean percentage difference in ADC between all treated samples and controls for all oscillation frequencies.

Results from experiments in BSA phantoms are shown in Figure 4.5. On the left, ADC is plotted against oscillation frequency for OGSE methods, at all four concentrations. Standard deviation error bars have been omitted to avoid cluttering the image, but were smaller than ±1% for all data. On the right, ADC is plotted against BSA concentration for PGSE experiments, as well as for four of the oscillation frequencies used. Standard deviation error bars have again been omitted to maintain image clarity. With both imaging techniques, there appears to be a linear relationship between ADC and albumin content, and lines of best fit have been drawn.
Figure 4.5. ADC vs oscillation frequency for all four BSA concentrations is shown on the left. ADC vs BSA concentration for PGSE experiments, as well as four oscillation frequencies, is shown on the right.

Discussion

The studies outlined in this chapter are aimed at providing a better understanding of the biophysical mechanisms underlying variations in ADC resulting from pathology. While several studies (as described in the Introduction) have approached this problem by examining ADC variations that result from changes in cell volume, the experiments in this work seek to illustrate the effects that specific components of the intracellular milieu have on tissue ADC, independent of cell volume effects. Furthermore, the studies outlined here aim to provide additional information about the spatial scale over which intracellular organelles influence ADC by measuring these values over a range of spatial scales using oscillating gradient spin-echo MRI techniques, in addition to conventional pulsed-gradient methods.

While it was described earlier that such continuous waveforms do not lend themselves to the definition of a discrete diffusion time, as typically quoted in conventional PGSE studies, there is a clear inverse relationship between
oscillation frequency and effective diffusion time. This relationship has been validated in previous studies (21-22). Therefore, by measuring ADC values with oscillating gradient techniques up to 2 kHz in frequency, effective diffusion times well below one millisecond may be achieved. These effective diffusion times may then be used to infer information about the approximate path lengths travelled by diffusing water molecules in restricted media.

At a diffusion time of 30 ms, an unrestricted water molecule, diffusing at the free water rate of $2.0 \, \mu \text{m}^2/\text{ms}$, would travel approximately 11 microns, a distance equivalent to a typical cell diameter. The ADC of biological water, as measured with PGSE techniques, is therefore greatly reduced from the free water value due to the numerous restrictions each molecule experiences over the course of this relatively long diffusion time. On the other hand, the ADC as measured with OGSE methods is much higher, due to less interaction with restrictive structures at shorter diffusion times. For example, at the lowest frequency of oscillation used here, 200 Hz, the period of one oscillation is 5 ms, corresponding to a zeroth order effective diffusion time of 1.25 ms, and a one-dimensional path length of just over 2 microns. At the highest oscillation frequency of 2 kHz, the zeroth order effective diffusion time is ten times smaller than at 200 Hz, or approximately 125 $\mu$s. This corresponds to a one-dimensional path length of $\sim0.7$ microns, thus explaining the large difference in ADC between PGSE and OGSE measurements.

The approximate 25-30% increase in ADC between 200 Hz and 2 kHz, for both treated samples and controls, suggests that the correlation time for
significant changes to occur in the autocorrelation of molecular velocities is on the order of a millisecond. Furthermore, given that the mean ADC values at 2 kHz, for all samples in this study, remain approximately 25-30% below the free water value of \( \sim 2.0 \ \mu \text{m}^2/\text{ms} \), it is reasonable to infer that a significant fraction of water molecules in these cells, on average, do not diffuse more than approximately one micron before experiencing restrictive effects. However, the reduction in ADC from free water values at these short diffusion times may also reflect such factors as the intrinsic viscosity of the cytosol, or other unknown effects. Furthermore, the increasing divergence in ADC from control values with increasing frequency, particularly in cells treated with Cytochalasin, and to a lesser degree with Nocodazole, suggest that such differences may become significant at even higher frequencies.

Several studies have proposed that decreases in ADC following ischemic insult may result in increased intracellular viscosity due to the redistribution of the cytosolic proteins created by the disassociation and fragmentation of microtubules and other organelles. Such effects would presumably be more pronounced at shorter diffusion times, since the ADC at long diffusion times would be dominated by the effects of restrictive barriers. A study by Kao, et al. (38) has promoted the idea of an “apparent viscosity” to reflect the combined influences of fluid viscosity, added collisions with fragmented proteins, and the possible addition of binding sites associated with those proteins. Work by Sehy and colleagues (39-40) has demonstrated similar findings, showing decreasing ADC with increasing protein content, and several other groups have shown that
water existing in the hydration layer of proteins may contribute to significant reductions in ADC as well (41-46).

As protein concentration in aqueous solution increases, the ADC decreases, particularly at long diffusion times. Other groups have reported similar results in BSA (41-44). However, at very short diffusion times, such as those implemented here with OGSE techniques, there is only a slight increase in ADC with increasing frequency. For example, at a BSA concentration of 5%, the ADC value increases by only ~1% from 200 Hz to 2000Hz, compared to approximately 3.5% at 20% BSA concentration. On the other hand, there is a clear decrease in ADC with increasing albumin concentration at each frequency, as highlighted by the four frequencies plotted against concentration in the right panel of Figure 4.5. The mechanisms underlying these variations are not clear. Although the presence of large proteins do provide obstructions to free diffusion, thereby lowering ADC, it is not conclusive whether such decreases may be attributed to restriction effects alone, or if other mechanisms, such as protein hydration or increased viscosity, may play a role.
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CHAPTER V

NEW INSIGHTS INTO TUMOR MICROSTRUCTURE USING TEMPORAL DIFFUSION SPECTROSCOPY

Abstract

Magnetic resonance images that depict rates of water diffusion in tissues can be used to characterize the cellularity of tumors, and are valuable in assessing their early response to treatment. Water diffusion rates are sensitive to the cellular and molecular content of tissues and are affected by local micro-structural changes associated with tumor development. However, conventional maps of water diffusion reflect the integrated effects of restrictions to free diffusion at multiple scales up to a specific limiting spatial dimension, typically several microns. Such measurements cannot distinguish effects caused by structural variations at a smaller scale. Variations in diffusion rates then largely reflect variations in the density of cells, and no information is available about changes on a sub-cellular scale. We report here our experiences using a new approach based on Oscillating Gradient Spin-Echo MRI methods which can differentiate the influence on water diffusion of structural changes on scales much smaller than the diameter of a single cell. MR images of glioblastomas in rat brain in vivo demonstrate an increased contrast and spatial heterogeneity when diffusion measurements are selectively sensitized to shorter distance scales. These

\[1\] Published in Cancer Research 68; 5941, July 15, 2008.
results demonstrate the benefit of OGSE methods for revealing microscopic variations in tumors in vivo and confirm that diffusion measurements depend on factors other than cellularity.

Introduction

Magnetic resonance imaging (MRI) can be adapted to provide noninvasive measurements of water mobility in biological tissues, and diffusion-weighted MRI has been widely adopted for clinical and research applications. The rate of water diffusion within tissues measured by conventional MR methods is found to be significantly lower than for free solutions, and measurements are often summarized in terms of an apparent diffusion coefficient (ADC), which is a measure of the effective distance over which water can migrate within tissue within a specified time. The ADC differs from the intrinsic diffusion coefficient $D_0$ in a manner that is dependent upon the tissue’s microstructure and composition. A number of pathological conditions, such as ischemic stroke (1-2) and prolonged seizures (3-4), produce significant changes in the ADC compared to healthy tissues. The ADCs of several tumors have been shown to be significantly different from those of surrounding healthy tissues, a finding that has led to interest in using diffusion-sensitive MRI not only as a diagnostic tool, but also to assess tumor cellularity and changes in ADC that may reflect the response to treatments (5-6).

The increasing use of diffusion MRI in clinical oncology has highlighted the need for a more quantitative understanding of the pathophysiological factors
affecting water diffusion rates in tissues. The rate of water diffusion in tissues is reduced whenever there are physical obstructions or hindrances to free Brownian motion and free exchange between different compartments, giving rise to restricted diffusion. Currently employed measuring techniques are sensitive to the integrated effects of restrictions on water displacements at all spatial scales up to the order of several microns. The specific contributions of interactions with sub-cellular structures and macromolecules that occur on much smaller scales cannot then be distinguished from effects at larger dimensions. In particular, while it is well documented that an increase in tumor cellularity is marked by a decrease in ADC, and that an increase in ADC is often indicative of positive treatment response (7-14), the roles that changes at the sub-cellular level play in affecting such measurements are not clear. Changes in membrane permeabilities, the relative sizes of various intracellular and extracellular water fractions, active transport mechanisms, and the precise nature of intracellular structures and their organization, may all have significant influences on the aggregate ADC of tissue (15-18). Because conventional measurements are unable to distinguish restrictions to diffusion that occur on scales smaller than several microns, we have explored a modified imaging technique that can selectively examine water mobility over much shorter spatial scales, much less than the diameter of a single cell. In this paper we report how information may be gleaned about structural changes that occur on a sub-cellular scale rather than merely reflecting cell density.
A more complete description of the physics of diffusion MRI may be found elsewhere (19-21), but here we briefly illustrate the conceptual difference between our method and currently employed techniques. Figure 5.1 depicts the pulsed gradient spin-echo (PGSE) pulse sequence, the most commonly used method for measurements of ADC with MRI.

The significant feature of this sequence is that it employs a pair of diffusion sensitizing magnetic field gradients, each of equal time length $\delta$ and magnitude $G_D$, separated by a time $\Delta$, the “diffusion interval.” The initial gradient pulse serves to label the phase of the transverse magnetization from water molecules spatially along the applied gradient direction, and the subsequent pulse exactly reverses this phase if they do not move. Water molecules which undergo displacements along that particular direction in the diffusion time $\Delta$ will retain a net phase shift, and the mixing of different phases from random movements.
within the sample causes the net signal to be reduced. Thus the MR signal is attenuated to a degree that depends on the variance of the displacements of water molecules during the interval $\Delta$ and the gradient $G_D$. A more quantitative description of this attenuation is presented in the Methods section.

A practical consideration for making measurements of diffusion is the gradient strength available to induce significant signal attenuation. As shown below, the interval $\Delta$ must be increased to achieve reasonable reductions in signal strength when the gradients are weak. Given the practical limits on the strengths of gradients available on current scanners, this interval is usually at least on the order of tens of milliseconds, and is often set to several tens of milliseconds to achieve bigger effects (22-30). The Einstein equation relates the mean molecular displacement due to diffusion $D$ over a time $\Delta$: for a one dimensional random walk along the direction of the gradient the mean square displacement of the water molecules is,

$$\langle L^2 \rangle = 2D\Delta,$$

(5.1)

For example, a molecule diffusing at the rate of 2.5 $\mu m^2/ms$ ($\approx D_0$ for free water at 37 degrees C) for an interval of 35 ms should on average undergo a net displacement of just over 13 microns, a distance comparable to the diameter of a typical cell. If water molecules encounter a restrictive barrier to diffusion on or below this scale, $\langle L \rangle$ will be smaller and the diffusion rate (ADC) will appear to be lower. But if restrictions also occur on even smaller scales, these effects will not be distinct at this diffusion interval. No information can be obtained about effects below the scale of $\langle L \rangle$. In order to overcome this limitation, we have implemented
an oscillating gradient spin-echo (OGSE) technique to be able to probe tumor microstructure at smaller dimensions. In this method, the pulsed gradients of the PGSE technique are replaced with sinusoidally varying gradients of frequency $f$ (Figure 5.1b). This approach reduces the effective diffusion interval below the period of one oscillation, yet the achieved signal attenuation is still significant (see Methods). By oscillating gradients at several hundred Hertz (Hz), effective diffusion times approaching one millisecond may be achieved, allowing spatial displacements nearly an order of magnitude smaller than those obtainable with current PGSE techniques to be probed (31-32). Furthermore, by varying the frequency $f$ it is possible to characterize the various scales over which restrictions to diffusion occur in a complex system.

In this study, we have applied OGSE methods to map the ADC in rats bearing glioblastoma tumors in vivo and ex vivo to illustrate the increased contrast and structural information that is achievable using such techniques. By demonstrating an increased contrast in calculated ADC maps, as well as quantitatively different ADCs measured in pathological regions, we demonstrate the potential benefit of OGSE techniques over currently employed techniques for evaluating microscopic variations in tumor microstructure.
Materials and Methods

Animal Model

All procedures were approved by our Institution's Animal Care and Usage Committee. Ten male Wistar rats (approximately 250g) were immobilized and anesthetized with a 2%/98% isoflurane/oxygen mixture. The rats were inoculated with $1 \times 10^5$ C6 glioblastoma cells using a 10-mL gastight syringe approximately one mm anterior and two mm lateral to the bregma on the right side of the head, at a depth of three millimeters relative to the dural surface. The C6 is a common brain tumor model that is widely used in experimental neuro-oncology to evaluate tumor growth, invasion, migration, and blood-brain-barrier disruptions, and has been used extensively to investigate the efficacy of various therapies including chemotherapy and radiation therapy (33). Complete and acceptable data were obtained from only 7 rats.

In vivo imaging

Fourteen days following tumor inoculation, MRI studies were performed on a Varian 4.7T horizontal bore imaging system (Palo Alto, CA, USA). Anesthesia was induced and maintained with a 2%/98% isoflurane/oxygen mixture, and a constant body temperature of $37^\circ$ C was maintained using heated air flow. Animals were placed in a prone position and imaged using a quadrature 63mm inner diameter RF coil.
A multi-slice gradient echo imaging sequence (TR = 150 ms, TE = 3.5 ms, 128x128 matrix, 36x36mm² FOV, 2mm slice thickness) was used to acquire seven slices in each imaging plane for proper positioning and slice selection. A subsequent T₂-weighted, single slice fast spin-echo scan with 8 echoes (TR = 2000, 13ms echo spacing, 128x128 matrix, 36x36mm² FOV, 2mm slice thickness) was used for anatomical clarification of the tumor region. The same slice was then imaged using our oscillating gradient spin-echo technique, with oscillation frequencies ranging from 30 to 240 Hz, in 30 Hz increments. Diffusion-weighted scans were respiratory-gated, with TR/TE = 2000/76ms, 64x64 matrix size, 2 mm slice thickness, 36x36mm² FOV. Two acquisitions were averaged for each image, each with b-values of 0 and 401 s/mm². Each gradient pulse was 33.33 msec duration, so that the number of cycles varied from 1 to 8 and the gradient amplitude varied from 4.77 gauss/cm to 36.0 gauss/cm. Following the OGSE imaging, conventional PGSE images were obtained with δ = 3 ms, ∆ = 15 ms, and the diffusion sensitizing gradient set to 12.18 gauss/cm to obtain a b-value of 401 s/mm², equal to that in the OGSE scans. Also, all PGSE scans were collected twice, each with opposite gradient polarity, and geometrically averaged to eliminate the presence of gradient cross-terms that may influence ADC measurements (34). These cross-terms are absent in our version of OGSE images. All other imaging parameters were identical to the OGSE acquisitions. Diffusion gradients were placed simultaneously along all three imaging coordinate axes to obtain the maximum diffusion weighting with the available gradient amplitudes.
In addition, a single animal was imaged at higher resolution in order to more finely probe intra-tumor heterogeneity and facilitate comparison to ex vivo images acquired after perfusion fixation of the brain with formalin. For this animal, both PGSE and OGSE images were collected in vivo using a single 1 mm axial slice, with TR/TE = 2000/76 ms, 128x128 matrix, 36x36mm$^2$ FOV, with NEX = 6. Only the 240 Hz OGSE data were collected.

**Perfusion fixation**

Four days following the imaging experiment, the rat was anesthetized, and then anti-coagulated with 80 mg/kg pentobarbital i.p., with 0.01 ml/100 g heparin added to the syringe. Once deep anesthesia was accomplished, surgery was performed to allow a blunt 16 gauge perfusion needle to be inserted into the left cardiac ventricle toward the left ventricular outflow tract, and just into the aorta. A saline wash solution was then perfused, with the right atrial appendage cut immediately to allow the rapid outflow of blood and wash solution. At this time, the perfusate was switched to 10% formalin in 0.1 M phosphate buffer. Fixation began at a high flow rate (50 cc/min) for 2-5 minutes, then continued at a slow drip for 12-15 minutes until adequate fixation was achieved. The whole brain tissue was then dissected and placed in fixative solution. Approximately 24 hours later, the fixative was removed and the brain was placed in phosphate buffered saline (PBS, 1X) for imaging.

**Ex vivo imaging**
Ex vivo images were performed on a single axial slice with TR/TE = 2000/76, 96x96 matrix, 18x18mm² FOV, 1 mm slice thickness, and NEX = 60. As with the in vivo data, all PGSE diffusion parameters were kept the same (including reversed polarity of the gradient amplitudes), and only the 240 Hz OGSE data were obtained. Although we cannot be certain that the single imaging slice acquired in the ex vivo experiment was exactly the same as that recorded in vivo, several multi-slice scout images were used to choose the slice that most closely resembled the in vivo data.

Calculation of ADC maps

Using the formalism of Stejskal and Tanner (19), the diffusion attenuated signal magnitude, $S$, is related to the unweighted signal, $S_0$, such that:

$$S = S_0 e^{-b \cdot ADC}$$

(5.2)

where $b$ represents the diffusion-weighting imparted upon the sample by the time-dependent magnetic field gradients $G(t)$ and is equal to:

$$b = \gamma^2 \int_0^T dt \left[ \int_0^t G(t')dt' \right]^2,$$

(5.3)

where $\gamma$ is the gyromagnetic ratio of hydrogen protons, and is equal to 42.58 Mhz/Tesla. Integration of this equation for the pulsed-gradient spin-echo experiment yields:

$$b = \gamma^2 G_0^2 \delta^2 (\Delta - \frac{\delta}{3}),$$

(5.4)

while the integration for the cosine-modulated gradients used in this study yields:
where $N$ is the number of gradient oscillations per diffusion-weighting duration $T$.

The period, $P$, of one oscillation is equal to

$$P = \frac{T}{N} = \frac{1}{f},$$

where $f$ is the frequency of oscillation (in Hz). The effective diffusion time for the oscillating gradient waveform is then:

$$\Delta_{\text{eff}} = \frac{P}{4} = \frac{1}{4f}.$$

(For a more complete description of these calculations, see reference 32). Note that the effective diffusion time in OGSE depends on the oscillation period only, and is no longer related to the time between gradient pulses.

All data were analyzed using Matlab 2007a (The Mathworks, Natick, MA, USA). Diffusion weighted images were registered to non-diffusion weighted ($b = 0$) images using a rigid registration algorithm. Regions of interest in sub-cortical grey matter, tumor, and whole brain were manually drawn and segmented with reference to high resolution anatomical images.

Results

Figure 5.2 shows the maps of ADC, calculated using equation (5.2) above, obtained in one representative animal for different gradient frequencies. The ADC map obtained at the lowest frequency, 30 Hz, is similar to that obtained by the PGSE method, as expected. However, as the oscillation frequency is
increased, there is increased contrast between the tumor and surrounding tissues, and new features appear within the heterogeneous tumor volume. These features correspond to regions in which the degree of restriction to diffusion varies more at shorter time and distance scales than at longer times.

Figure 5.2. ADC maps of C6 tumors in rat brain using PGSE and OGSE methods at several frequencies.

Plots of ADC versus oscillation frequency for two regions of interest (within tumor and normal brain) from one representative animal are shown in Figure 5.3. For each frequency, the corresponding mean displacement for free diffusion predicted by Equation (5.1) is also displayed. At the lowest frequency of 30 Hz, the effective diffusion time is approximately 8.3ms (32), and the ADC is similar to
that measured by PGSE methods over an interval of 15 ms. However, as the oscillation frequency increases, and the effective diffusion time decreases, there is a clear departure in ADC from that measured with PGSE methods. For example, at an oscillation frequency of 150 Hz ($\Delta_{eff} \approx 1.7$ ms) the ADC calculated using OGSE is approximately 20% larger than that calculated using PGSE, and becomes 48% larger at 240 Hz ($\Delta_{eff} \approx 1.0$ ms).

Figure 5.3. Plot of ADC vs frequency for C6 tumor and contralateral gray matter in rat brain *in vivo*

| estimated length scale (microns) | 4.1 | 3.1 | 2.6 | 2.3 | 2.1 | 2.0 | 1.8 | 1.8 | PGSE | 5.6 |
| maximum length scale (microns)  | 6.5 | 4.6 | 3.7 | 3.2 | 2.9 | 2.6 | 2.5 | 2.3 |      | 8.4 |

The ADC in contra-lateral grey matter was found, in general, to be smaller than that in tumor, and to increase less with frequency, with the mean value for
gray matter varying from $0.60 \pm 0.06 \, \mu m^2/\mu s$ at 30 Hz to $0.79 \pm 0.06 \, \mu m^2/\mu s$ at 240 Hz (errors for values averaged across all animals are reported as standard error of the mean). These values are consistent with previous reports of both human and animal brain (35-40). Although sub-cortical regions of the brain showed some increase in ADC with increasing frequency, this variation was less significant than that seen in tumor, indicating that in normal grey matter restrictions occur on even smaller scales. These differences are likely due to the densely packed layers of nerve cell bodies (neurons and glial cells) comprising the cerebral cortex compared to the morphologically multiform structure of the C6 model. The C6 glioma model is known to exhibit intra-tumor regions of necrosis and hemorrhage, as well as nuclear pleomorphism, resulting in a broader range of structural components in contrast to the finely packed, granular structure of the cerebral cortex (41).

Figure 5.4 presents a further analysis of the data shown in Figure 5.2. For voxels within the tumor region of Figure 2, the ADC obtained by the PGSE
method was plotted against the values obtained by OGSE for three frequencies (30 Hz, 150 Hz, and 240 Hz). The ADC's obtained by OGSE methods are quantitatively larger than those acquired by PGSE methods, thus creating the larger contrast between tumor and healthy tissue as revealed in Figure 5.2. The results for ADCs obtained by both methods in distilled water are also shown, with the expected clustering near the line of equality.
Figure 5.5. Histogram of ADC values obtained in whole tumor and whole brain regions of interest for three OGSE frequencies.

Figure 5.5 shows a histogram of the percentage difference between ADC’s calculated using OGSE versus PGSE methods at the same three frequencies for voxels in both tumor and whole brain in the same animal. The percentage difference is defined as:

$$\frac{ADC_{OGSE} - ADC_{PGSE}}{ADC_{PGSE}} \times 100\%,$$

where \(ADC_{PGSE}\) and \(ADC_{OGSE}\) are ADC values measured via PGSE and OGSE, respectively. Shown in these plots are the results for tumor in one animal (panel a), as well as across all 6 animals (b), and for whole brain in one animal (c), and
whole brain (d) across all 6 animals. The percentage differences are larger at higher frequencies in both tumor and whole brain.

In order to test the statistical significance of this departure, a paired Student’s t-test was performed. For each animal at each oscillation frequency, the mean ADCs obtained via PGSE and OGSE for all voxels within a manually drawn region of interest, were compared. The means were statistically different (p<0.05) at all frequencies above 120 Hz (and p<0.01 at 150, 210 and 240 Hz).

An additional study was performed to examine the results at higher resolution in vivo, and ex vivo following perfusion and fixation. These results are shown in Figure 5.6. Figure 5.6 depicts a single T₂-weighted axial slice in vivo showing the tumor in panel (a), and the resulting ADC maps measured using PGSE and OGSE methods in panels (b) and (c) respectively. The mean ADC found in the whole tumor region of interest was 1.12 ± 0.07 µm²/ms using the OGSE method and 0.92 ± 0.07 µm²/ms for the PGSE method. For comparison, values in contra-lateral healthy sub-cortical gray matter were found to be 0.64 ± 0.09 µm²/ms (OGSE) and 0.54 ± 0.09 µm²/ms (PGSE).
Four days after imaging, the brain was fixed as described in the Methods section, and imaged ex vivo the following day. These results are also shown in Figure 5.6, with the T$_2$-weighted image in panel (d), the ADC map obtained using the PGSE method in panel (e), and the ADC map obtained using the OGSE technique in panel (f). In this case, the mean ADC in tumor was found to be 1.18 ± 0.06 $\mu$m$^2$/ms using the OGSE method, and 0.52 ± 0.05 $\mu$m$^2$/ms using the PGSE technique, compared with sub-cortical gray matter ADCs of 0.64 ± 0.09 $\mu$m$^2$/ms (OGSE) and 0.38 ± 0.08 $\mu$m$^2$/ms (PGSE). Not only does the OGSE method provide quantitatively different ADCs, but also the corresponding ADC maps reveal more pronounced contrast in the tumor. Moreover, the OGSE data for both normal brain and tumor change less between the in vivo and ex vivo.
conditions, possibly because the PGSE data are dominated by changes in the sizes and tortuosities of intra- and extra-cellular spaces.

Discussion

Our measurements and analysis show there were statistically significant differences in ADC obtained by OGSE methods at moderate to high frequencies (equivalent to short diffusion intervals) compared to conventional PGSE methods, and these differences varied for different tissues. The broader range of ADC values at higher frequencies produces greater contrast in the corresponding parametric ADC maps, and provides details within the tumor that would otherwise be obscured by conventional techniques. This may be of particular value for assessing the efficacy of therapeutic agents at their earliest stage, and in a noninvasive manner. While conventional imaging methods have been shown to be effective in assessing tumor cellularity and therapeutic response, their inability to identify changes in diffusion processes over intracellular spatial scales renders the information from these methods incomplete. It is reasonable to postulate that changes in the organization and integrity of intracellular spaces occur before cells undergo apoptosis or lysis. The ability to measure microscopic structural changes over previously unachievable spatial scales should therefore provide a more complete and potentially more sensitive assessment of tumor growth and response to treatment.

Using the OGSE technique, we have been able to assess water displacements over only a few microns within a tumor environment. It should be
noted that our selection of a 15 ms diffusion time for comparative PGSE experiments was very modest in comparison to those typically used in a clinical setting. In the majority of clinical studies to date, investigators routinely measure over much longer diffusion times, corresponding to displacements of tens of microns or more (22-30). Our results indicate a significant benefit in measuring water displacement over much shorter times, and thus spatial scales, as evident in the increased contrast of ADC maps..

It is widely accepted in the literature that the ADC within biological tissue is diminished from the intrinsic value of tissue water, $D_0$ due to the presence of barriers that restrict diffusion, such as nuclear and cellular membranes and intracellular organelles. However, while several studies have provided evidence of modest reductions in ADC at increasing diffusion times (42-45), we have shown a significant increase in ADC at decreasing diffusion times, before many of the larger scale barriers have been encountered. In several of the tumors, we were able to measure ADC values over 50% of that of free water, and with the use of even higher gradient frequencies, can expect to push this towards the limiting true intrinsic value.

In principle, shorter diffusion times can be achieved using PGSE methods, but reducing the diffusion interval $\Delta$ to values of 1 msec or below while still maintaining a large $b$ value would require extremely strong gradients and power supplies that are prohibitively expensive and cumbersome. For the OGSE method in pre-clinical studies, gradients of appropriate strength are readily available for small animal MRI scanners that can achieve high gradient oscillation
frequencies over 1 kHz, with effective diffusion times down to a fraction of a millisecond. At such frequencies, OGSE methods will be capable of examining tissue microstructure over spatial scales less than a single micron, when changes in intra-cellular structure and, for example, nuclear size should become apparent. We have previously reported similar measurements in globally ischemic rat brain (40). We believe these studies will further support the claim that OGSE measurements are not only a more precise indicator of variations in tissue microstructure, but that measurements of ADC over an appropriate range of spatial scales may predict treatment response earlier than those measurements over a single length scale.
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CHAPTER VI

EARLIER DETECTION OF TUMOR TREATMENT RESPONSE USING DIFFUSION WEIGHTED MAGNETIC RESONANCE IMAGING WITH OSCILLATING GRADIENTS

Abstract

An improved method for detecting early changes in tumors in response to treatment, based on a modification of diffusion-weighted magnetic resonance imaging, has been demonstrated in an animal model. Early detection of therapeutic response in tumors is important both clinically and in pre-clinical assessments of novel treatments. Non-invasive imaging methods that can detect and assess tumor response early in the course of treatment, and before frank changes in tumor morphology are evident, are of considerable interest as potential biomarkers of treatment efficacy. Diffusion-weighted magnetic resonance imaging is sensitive to changes in water diffusion rates in tissues that result from structural variations in the local cellular environment, but conventional methods mainly reflect changes in tissue cellularity and do not convey information specific to micro-structural variations at sub-cellular scales. We implemented a modified imaging technique using oscillating gradients of the magnetic field for evaluating water diffusion rates over very short spatial scales that are more specific for detecting changes in intracellular structure that may precede changes in cellularity. Results from a study of orthotopic 9L gliomas in

rat brains indicate that this method can detect changes as early as 24 hours following treatment with 1,3-bis(2-chloroethyl)-1-nitrosourea (BCNU), when conventional approaches do not find significant effects. These studies suggest that diffusion imaging using oscillating gradients may be used to obtain an earlier indication of treatment efficacy than previous magnetic resonance imaging methods.

Introduction

The early detection of the response of tumors to therapy is important both clinically and in pre-clinical assessments of novel treatments. In clinical practice, the early recognition of failure to respond to a specific treatment may allow alternative regimens to be explored and avoid unnecessary patient exposure to harmful side effects. In the evaluation of novel pharmacological therapies in pre-clinical studies, sensitive assessments of changes in tumor state, and of the time course of tumor response, are important indices of therapeutic efficacy that may affect decisions in drug development. Non-invasive imaging methods that can detect and assess tumor response early in the course of treatment, and before frank changes in tumor morphology are evident, are therefore of considerable interest as potential biomarkers of treatment efficacy. To this end, a variety of approaches using magnetic resonance imaging (MRI) have been explored, including dynamic contrast enhanced MRI (DCE-MRI) (1-4), which has proven especially useful for assessing tumor vascular properties and angiogenesis, and diffusion weighted MRI (DW-MRI) (5-8), which has been shown to be able to
monitor changes in tissue cellularity. These specialized methods complement the more standard uses of MRI as a valuable tool in cancer diagnosis and for measuring tumor size in clinical trials.

Several clinical and animal studies have confirmed the ability of conventional DW-MRI to report on changes in tumors at some time after treatment (9-14). DW-MRI relies on the phenomenon that water molecules in tissues constantly undergo random Brownian motion and diffuse from place to place at a rate that is temperature dependent. In MRI, in the presence of applied gradients of the magnetic field, this spatial migration gives rise to small changes (decreases) in the acquired MRI signals, which thus provides the basis of the contrast depicted in DW-MRI. The experimentally measured or apparent rate of self-diffusion of tissue water is lower in organized tissues than in free solution because various structures restrict or hinder the free movement of water. For example, cell membranes and intracellular organelles may confine and redirect the paths followed by water molecules diffusing through biological tissue, so DW-MRI methods indirectly provide information about the density of restrictive structures in the local cellular environment. The apparent diffusion coefficient (ADC) thus provides information about tissue microstructure and composition, and is reduced from the intrinsic diffusion coefficient $D_0$ of free water to a degree that is dependent upon the density and spacing of these restricting structures.

Cancerous tissues often show significantly different ADC values from healthy tissues, providing motivation for the use of DW-MRI techniques to study tumor proliferation and response to therapy. As tumor cells proliferate, the ADC
of water within the tumor often decreases as cell density rises, whereas after treatment the ADC often increases, presumably because of decreases in cell density consequent to apoptosis and cell death, perhaps with concomitant disruption of cell membranes. Such changes occur only after a critical time has elapsed and thus are not ideal for assessing early responses. While this increase in ADC following treatment can often be linked to a decrease in cellularity (9-14), the aggressive nature of malignant tumors necessitates a more sensitive approach for evaluating the response of cancer cells prior to such macroscopic changes. In particular, it would be of considerable interest to possess non-invasive imaging biomarkers of treatment response that are specifically sensitive to variations in intracellular structure that likely occur earlier in time.

Conventional MRI methods used to measure diffusion actually reflect the integrated effects of a variety of structural features including those arising at a relatively large spatial scale, on the order of a cell diameter, such as cell membranes. Many other factors may influence the free movement of water, including changes in intracellular organization and the presence of smaller scale hindrances, but their effects will be indistinguishable in the presence of restrictions occurring over larger dimensions if the measurement is made with conventional methods. This lack of specificity arises from the fact that practical diffusion measurements incorporate a particular chosen time scale, during which water diffusion effects over multiple distance scales are averaged. When this time is long, as in conventional DW-MRI, these are dominated by larger scale structures in tissues. We have therefore implemented an oscillating gradient
spin-echo (OGSE) MRI technique capable of detecting restrictions to diffusion displacements over much smaller and specific spatial scales, which can be “tuned” by choice. These may be selected to be much less than the diameter of a single cell, which results in a greater sensitivity specifically to the contributions of structures at sub-cellular scale to the measured ADC. In a previous report we illustrated the use of this method for providing greater image contrast and detecting increased structural heterogeneity in an intracranial tumor model in rats in vivo (15). The current study extends these techniques to the evaluation of tumor state following treatment with the commonly used chemotherapeutic drug 1,3-bis(2-chloroethyl)-1-nitrosourea (BCNU or Carmustine), in order to demonstrate the increased sensitivity for detecting early treatment responses.

Malignant gliomas are the most prevalent and lethal primary tumors of the central nervous system. Despite significant advances in surgical intervention and radio- and chemotherapeutic treatments, median survival times following diagnosis of this disease are reported to be less than one year (16-17). We chose to test the sensitivity of DW-MRI for detecting treatment effects in vivo in an animal model, a 9L glioblastoma tumor in rats. The effects of BCNU on tumor ADC values after treatment were measured using our modified and conventional DW-MRI techniques, and the potential for the new approach to serve as an earlier indicator of treatment response is demonstrated.
Materials and Methods

Animal Model

All procedures in this study were approved by Vanderbilt University’s Institutional Animal Care and Usage Committee. Eighteen male Fischer 344 rats, weighing approximately 250g, were immobilized and anesthetized with a 2%/98% isoflurane/oxygen mixture and inoculated intracranially with $\sim 10^5$ 9L glioblastoma cells. Eleven ($N_{TX} = 11$) rats were treated with BCNU as described below, and seven ($N_{CON} = 7$) were used as untreated, tumor-bearing controls. The tumors were allowed to develop untreated for 11-12 days. All animals were imaged immediately before and 24 hours after treatment. Five animals (3 treated, 2 controls), were sacrificed following the 24 hour post-treatment imaging session in order to obtain histology for this time point. All surviving animals ($N_{TX} = 8$ and $N_{CON} = 5$) were also imaged 72 hours post-treatment, after which they were euthanized and tissues examined histologically as described below.

Treatment protocol

BCNU, also known as Carmustine (1,3-bis(2-chloroethyl)-1-nitrosourea) is an antineoplastic chemotherapy drug used primarily in the treatment of brain tumors (18-22), as well as melanoma, Hodgkin’s disease, and lung cancer (23-27). BCNU is a cell cycle-nonspecific alkylating agent which cross-links nuclear DNA, inhibiting DNA synthesis and promoting cell death.
Treatment solutions were prepared by dissolving a 13.3 mg/kg powdered dose in ethanol, and diluting with saline to achieve a 10/90% ethanol/saline solution totalling approximately 1 mL in total volume. The dose of 13.3 mg/kg has been shown in previous studies to produce an approximate 0.2 log cell kill in 9L tumors, and is equal to a 10% lethal dose (28-31). Control animals received vehicle only (1mL of 10/90% ethanol/saline). The treatment protocol consisted of a single intraperitoneal injection of BCNU (or sham) immediately following the initial imaging session (Day 0).

In vivo imaging

Approximately eleven days following tumor inoculation, MR images were obtained using a Varian 4.7T Inova imaging system (Palo Alto, CA, USA). Animals were anesthetized with a 2%/98% isoflurane/oxygen mixture, and kept at a constant body temperature of 37°C with heated air flow. A rigid bite-bar and head restraint were used to ensure proper positioning, as well as to reduce motion-induced artifacts in the image data.

Images were acquired using a quadrature 63mm inner diameter radiofrequency coil. On the initial day of imaging for each animal, a multi-slice, T2-weighted fast spin echo scan with 4 echoes (TR= 2000, 16ms echo spacing, 256x128 matrix, 48x32mm² FOV, 1mm slice thickness) was acquired in the coronal plane for locating the tumor region. A subsequent 2mm single axial slice (same timing parameters, but FOV = 32x32mm²) through the central portion of the tumor was then acquired for anatomical clarification of the tumor boundary in
subsequent region-of-interest (ROI) analysis. The same slice was then imaged using our oscillating gradient spin-echo technique. For this, the pulsed linear field gradients used to induce diffusion-dependent signal losses in conventional DW-MRI are simply replaced with cosinusoidally oscillating gradients of a well defined frequency, applied in bursts of duration 33.33 ms, as described previously (15). We chose oscillation frequencies of 120 Hz and 240 Hz which are readily achievable using the standard Varian gradient coils. Diffusion-weighted scans were collected with $b$-values of 0 and 400 s/mm$^2$ with TR/TE = 2300/75.4 ms, 64x64 matrix size, 2 mm slice thickness, 32x32mm$^2$ FOV. and NEX = 10. Following the OGSE imaging, conventional pulsed gradient spin echo (PGSE) diffusion-weighted images were also obtained, with the same $b$-values, with gradient duration $\tau = 3$ ms and diffusion interval $\Delta = 30$ ms. An additional PGSE scan at the non-zero $b$-value was also obtained with reversed gradient polarity, and averaged with the first to eliminate the presence of gradient cross-terms in the ADC measurements (32). These cross-terms are absent in our version of the OGSE technique. In all cases, diffusion gradients were placed along all three imaging coordinate axes simultaneously to maximize the diffusion weighting with the available gradient amplitudes.

Consistent selection of the single slice imaging planes from pre- to post-treatment time points was achieved using a mutual information based rigid registration algorithm. On each day of scanning, a 3D gradient echo image dataset (TR/TE = 25/2.2 ms, FOV = 48 x 32 x 32 mm$^3$, matrix = 128 x 96 x 96, NEX = 8) encompassing the whole brain was collected. On Days 1 and 3
following treatment, these 3D images were co-registered to the initial 3D image collected on Day 0 in order to derive the translation and rotation matrices of the animal’s position with respect to its pre-treatment position in the laboratory reference frame. These translations and rotations were then applied to the coordinates of the single pre-treatment slice in order to obtain the same section during post-treatment imaging. Given the rigid construction of the imaging cradle and animal bite-bar, the translation and rotation of each rat brain between imaging sessions was minimal. The single slice images for each animal at all time points were then co-registered (via mutual information) following data reconstruction as well.

Perfusion fixation

Immediately following the imaging sessions at 24 or 72 hours post-treatment, several rats remained anesthetized and were anti-coagulated with 80 mg/kg pentobarbital i.p. mixed with 0.01 ml/100 g heparin. A surgical incision was then performed to allow a blunt 16 gauge perfusion needle to be inserted into the left cardiac ventricle toward the left ventricular outflow tract, and just into the aorta. A saline wash solution was then perfused, with the right atrial appendage cut immediately to allow the rapid outflow of blood and wash solution. At this time, the perfusate was switched to 10% formalin. Fixation began at a high flow rate (50 cc/min) for 2-5 minutes, then decreased to a slower rate (20 cc/min) for several minutes. The whole brain tissue was then dissected and
placed in fixative solution. Approximately 48 hours later, the fixative was removed and the brain was placed in 70% ethanol until sectioned.

Histological sectioning, staining, and analysis

Seven fixed rat brain samples treated with BCNU (five sacrificed 72 hours after treatment, two sacrificed 24 hours after treatment), as well as five fixed brain samples from controls (three from the 72 hour group, two from the 24 hour group) were prepared by the Vanderbilt University Immunohistochemistry Core for sectioning and staining. Each brain was embedded in paraffin wax and sectioned in 10 micron thick axial slices across the whole brain and through the central portion of the tumor congruent with the imaging slice. Fifteen serial slices were obtained, treated with one of three stains (H&E, Ki-67, or Casp-3) in an interleaved manner, and then mounted on glass slides for a total of five slides for each stain.

Digital images of each stained histology slide were then collected with a Zeiss Mirax Scan Digital microscope slide scanner at 40x magnification, and exported using Mirax Viewer software (Mirax, Budapest, Hungary). ImageJ software (33) was used to segment positively stained cells in the Ki-67 and Casp-3 slides by the k-means clustering algorithm (34-36), and the area fraction of positively stained cells was recorded. The Ki-67 antigen is expressed during all phases of cellular mitosis except the resting phase (G0), and thus serves as a useful marker of cell proliferation. Conversely, Casp-3 is a stain typically used to detect caspases within cells, which are essential for programmed cell death, or
apoptosis. Thus, the fraction of positively stained Ki-67 and Casp-3 cells is an indicator of the percentage of cells within a tumor that are proliferating, or dying, respectively. A comparison of the number of positively stained Ki-67 cells and Casp-3 cells between treated and untreated animals also provides information about the antineoplastic, apoptotic, and necrotic effects of the BCNU treatment.

In addition to the previously described stains, hemotoxylin and eosin (H&E) stains were also obtained to depict gross cellular morphology. This stain is particularly valuable for illustrating the boundaries between intra-nuclear, intracellular, and extracellular space. Hemotoxylin is a basic dye which colors basophilic structures bluish-purple, and therefore highlights regions of tissue high in nucleic acids, particularly the cell nucleus and any cytoplasmic regions dense in RNA. Eosin Y binds to eosinophilic structures, namely the intracellular proteins of the cytoplasm. We were therefore able to use the ImageJ software to calculate the relative area fractions of each space by counting the number of pixels whose data values fell into one of three data clusters using the k-means algorithm. The results of this analysis are outlined in the Results section below.

Calculation of ADC maps

ADC values were obtained by fitting the attenuated signal in each voxel, $S$, to the equation:

$$S = S_0 e^{-b \cdot ADC}$$  \hfill (6.1)

where $S_0$ is the signal in the absence of diffusion weighting, and $b$ represents the amount of diffusion-weighting imparted to the sample (37). This magnitude of
this $b$-value depends on the precise nature of the applied gradients and is given by:

$$b = \gamma^2 \int_0^T dt \left[ \int_0^t G_D(t') dt' \right]^2,$$

(6.2)

where $G_D(t)$ is the amplitude of the time-dependent magnetic field gradients and $\gamma$ is the gyromagnetic ratio of hydrogen protons ($\gamma = 42.58$ Mhz/Tesla). Using Equation (6.2), $b$-values were calculated for the different gradient waveforms and gradient amplitudes were adjusted to match the diffusion weighting between different acquisitions as described previously (15, 38). The effective diffusion time for OGSE methods depends on the oscillation frequency. For diffusion in an unbounded medium (no restrictions), at a frequency of 240 Hz, the effective diffusion time $\approx 1$ millisecond, 30 times smaller than for the PGSE measurements. (For a more complete description of these calculations, see reference 38). Note that the effective diffusion time in OGSE depends on the oscillation period only, and is no longer determined by the time between gradient pulses.

All data were analyzed using Matlab 2009a (The Mathworks, Natick, MA, USA). Whole tumor regions of interest were drawn and segmented with reference to high-resolution $T_2$-weighted scans, and may have included additional voxels on Day 1 and Day 3 following treatment (or sham) due to increased tumor volume at these imaging time points. Statistical analyses (t-tests) comparing the ADC measurements, as well as histological data, were used to determine the significance of the results reported below.
Figure 6.1 shows representative ADC maps obtained with OGSE and PGSE methods for one animal treated with BCNU. These images demonstrate the broader range of ADC values and heterogeneous tissue details obtainable with OGSE methods. They also indicate that OGSE methods are more sensitive for depicting the structural variations that accompany chemotherapeutic treatment. While the conventional (PGSE) images show a slight increase in ADC following treatment, the OGSE techniques show larger changes at early time points. This is consistent with our prediction that OGSE methods may detect changes in tissue structure occurring on an intracellular scale, before gross changes in cell density.
Histograms of ADC values within a whole tumor region of interest (for the animal shown in Fig 1) are plotted in Figure 6.2. These plots reveal the range of ADCs measured with each technique, as well as the increase in mean ADC as a function of treatment. Note that the maximum ADC values measured by PGSE are still much lower than the value for free water, suggesting all the water is still hindered at a long distance (time) scale, whereas the OGSE data at 240 Hz after treatment show a number of voxels have ADC values approaching that of free water, suggesting a reduction in structures that hinder diffusion at this shorter time scale. These results are further illustrated in Figure 6.3, which shows the relationship between pre- vs post-treatment ADCs for all voxels within the tumor. There is clearly an increase in ADC measured with both techniques 24 hours following treatment. The range of ADC values broadens after 72 hours,
indicating a greater range in the size of restrictive structures present in the cellular environment.

Figure 6.3. Scatter plot of ADC values obtained with PGSE and OGSE methods in whole tumor region of interest for one animals treated with BCNU.

Figure 6.4 shows the mean ADC across all animals at all three imaging time points, using OGSE and PGSE methods. Note that ADC values shown here are the mean values across the entire tumor, and greater differences in OGSE ADCs pre- and post-treatment are present in many voxels (as indicated in Figure 6.1). The control group showed no significant changes in ADC at all imaging time points, for all methods. The ADC of the treated animals, however, clearly increases with time after treatment. After 24 hours, the ADC increased from $1.16 \pm 0.10 \, \mu m^2/\text{ms}$ to $1.19 \pm 0.12 \, \mu m^2/\text{ms}$ at 120 Hz, an approximately 2.5% change, while it increased by approximately 4% at 240 Hz, from $1.27 \pm 0.11 \, \mu m^2/\text{ms}$ to $1.33 \pm 0.12 \, \mu m^2/\text{ms}$. At the same time point, there was an approximate 1.5% increase with PGSE methods, from $0.855 \pm 0.12 \, \mu m^2/\text{ms}$ to $0.869 \pm 0.13 \, \mu m^2/\text{ms}$. At 24 hours, paired student t-tests showed the changes measured by OGSE
techniques to be significant at the $\alpha = 0.05$ level, with $p = 0.04$ and $p = 0.024$, at 120 Hz and 240 Hz respectively, but not significant for PGSE ($p = 0.13$).

Figure 6.4. Plot of mean ADC values for all animals, both treated and controls, at both oscillation frequencies and with PGSE methods. A ‘+’ above data points indicates statistical significance.

After 72 hours, both imaging methods revealed statistically significant increases in ADC, increasing by approximately 18% (120 Hz) and 20% (240 Hz) from their pre-treatment values, as measured with OGSE, and by approximately 16% with PGSE. Statistical measures of significance gave $p$-values, at 72 hours, of $p = 0.009$ (120 Hz), $p = 0.003$ (240 Hz), and $p = 0.018$ (PGSE). Statistical analyses of the control animals gave $p$-values greater than $p > 0.05$ in all cases.
Histological Results

Figure 6.5. Example of H&E stained histological section of rat brain bearing a 9L tumor, along with a close-up of the tumor region and the results of k-means clustering segmentation.

As previously described, a k-means clustering algorithm (ImageJ) was used for segmentation of whole tumor regions of interest from histological image data. Mean area fractions of positively stained cells in Ki-67 and Casp-3 marked slides were recorded for both treated and control animals. Area fractions of hemotoxylin-stained, eosin-stained, and unstained portions of the H&E slides, for both groups, were also recorded. An example is shown in Figure 6.5. Statistical measures of significance were performed in Matlab 2009a using unpaired student t-tests at a significance level of $\alpha = 0.05$.

Twenty-four hours after treatment or sham, there was no significant difference in the area fraction of positively stained Casp-3 (apoptic) cells between groups ($p = 0.54$). Mean area fraction for the control group was $2.13 \pm 0.65\%$,
compared to 2.42 ± 0.84% for the treated group. However, 72 hours after treatment, the mean area fraction of apoptotic cells in the treated group rose to 2.89 ± 1.37%, while the control group stayed nearly the same at 2.17 ± 1.45%. However, again this increase was not statistically significant at the $\alpha = 0.05$ level ($p = 0.09$).

The area fraction of positively stained Ki-67 (proliferating) cells 24 hours after treatment was not significantly different among groups ($p = 0.20$), with mean values for treated and controls, respectively, of 19.75 ± 1.36% and 17.95 ± 2.43%. Seventy-two hours after treatment, however, the percentage for the treated group fell to 16.09 ± 1.6%, while the control group rose to 19.05 ± 1.71% ($p = 0.004$). These results indicate that the antineoplastic effects of BCNU decreased the number of proliferating cells in treated animals, while the control animals experienced increasing tumor growth.

There was also a significant increase in extracellular space for both treated and untreated animals from the 24 hour to 72 hour timepoint. At 24 hours, the mean area fraction of the extracellular space for the treated group was 9.74 ± 1.57%, compared to 9.20 ± 1.82% for the control group. This difference was insignificant ($p = 0.38$). However, after 72 hours, this number increased to 16.2 ± 2.49% for the treated group and 13.55 ± 1.79% for the controls, a statistically significant result, with $p = 0.046$. 
Finally, it was also determined that the hematoxylin stained portion of the tissue sections was significantly different between the two groups, at both 24 hours and 72 hours following treatment. Twenty-four hours following treatment, the area fraction for the treated group was $30.14 \pm 1.15\%$ compared to $26.87 \pm 0.94\%$ for the controls ($p = 0.002$), while after 72 hours, these numbers were $27.68 \pm 1.61\%$ for the treated animals and $25.86 \pm 1.65\%$ for the controls ($p = 0.02$). See Figure 6. These results may be consistent with increasing evidence that alkylating agents produce a form of programmed necrosis in tumor cells, with distinct morphological features differing from those induced by apoptosis (39-42).

Finally, we also measured the mean particle size for the hematoxylin stained sections, as well as the nuclear/intracellular ratio, found by considering the hematoxylin/eosin fraction. Although hematoxylin does not solely stain the nucleus (it stains all nucleic acids, so it also attaches to cytoplasmic RNA), the
vast majority of this stain is intranuclear. The mean nuclear size (in square microns) of hematoxylin stained regions were significantly larger in treated animals than controls. Twenty-four hours after treatment, the mean nuclear area was found to be $37.31 \pm 3.29 \, \mu m^2$ in controls, compared to $39.98 \pm 2.49 \, \mu m^2$ for treated animals ($p = 0.029$). After 72 hours, the mean nuclear size of the control group fell to $34.88 \pm 3.55 \, \mu m^2$ for controls, while the treated group changed very little, with a mean of $39.26 \pm 2.12 \, \mu m^2$ ($p = 0.047$).

The ratio of hematoxylin to eosin stained area fractions showed statistical differences as well. For the control group, the ratio of the area fraction of hematoxylin to eosin stained tissue was $42.06 \pm 1.93\%$, compared to $50.28 \pm 3.73\%$ for the treated animals, after 24 hours ($p = 0.012$). Seventy-two hours after treatment, controls showed a $42.71 \pm 1.94\%$ ratio, while the treated group was again only reduced slightly, to $49.49 \pm 4.77\%$ ($p = 0.008$).

Discussion

Our measurements and analysis reveal that OGSE techniques at moderately high frequencies may provide an earlier and more sensitive indicator of tumor treatment response than conventional, pulsed-gradient (PGSE) methods. The broader range of ADC values obtained with OGSE techniques provide greater contrast in corresponding ADC maps, and therefore reveal details of tissue microstructure obscured by conventional means. While PGSE methods have been shown to be sensitive to changes in tumor cellularity resulting from treatment response, their inability to measure diffusion processes
on an intracellular scale renders these methods less sensitive to microstructural variations that may precede changes in cellularity. Therefore, these results may be of particular interest for assessing the efficacy of therapeutic agents noninvasively, prior to changes in tumor size.

The difference in the mean ADCs measured by PGSE and OGSE methods implies that there is a significant difference in the number of restrictions encountered by water molecules during these two types of experiments. Given the relatively long diffusion time used in PGSE studies (here, 30 ms), an unrestricted water molecule would travel approximately 12 microns in that time, a distance comparable to a cell diameter. Since the ADC of water measured with PGSE methods in this study was far less than that of free water (~2.5 μm²/ms at body temperature), this indicates that restrictions are occurring on scales smaller than 12 microns. However, given that an unrestricted water molecule would only move approximately 2 microns during the one millisecond effective diffusion time of the 240 Hz OGSE measurement, the much higher ADC in this case indicates much less restriction at the 2 micron spatial scale. It will therefore be of interest to measure biological samples at different and shorter effective diffusion times in order to glean information about the range of restrictions occurring in the intracellular environment.

These studies have shown that OGSE methods are capable of revealing significant differences in tumor ADC only 24 hours after treatment with an antineoplastic chemotherapeutic agent, whereas PGSE techniques showed no such effect. At 24 hours, the fraction of proliferating and/or apoptic cells as well as the
total fraction of extracellular space were not significantly different in treated vs control tumors, as evidenced by quantitative histological analysis. These results appear to indicate that the significant differences in ADC measured by OGSE techniques arise from variations in intracellular structure preceding changes in cellularity. While PGSE measurements were capable of revealing such differences after 72 hours, these methods were incapable of resolving differences at an earlier time point.

Recent evidence suggests that nuclear volume may play a significant role in cancer diagnosis, as well as prognosis following treatment (43-45). Xu, et al, (46) recently reported the results of numerical simulations of the effects that differences in the nuclear/cytoplasmic volume ratio of cells would have on ADC measurements. This study reported that OGSE methods might reveal differences in ADC as large as 15% at oscillation frequencies up to 1 kHz, for two tissues with the same cell density but nuclear/cytoplasmic volume ratios of 6.2% and 22%, while PGSE showed little difference over a broad range of diffusion times (< 3.6%). We report here an approximate 4% increase in ADC using OGSE methods 24 hours following treatment, compared to approximately 1.5% with PGSE. While these differences are smaller than those reported by Xu. et al., our experiments were performed at much lower oscillation frequencies (120 Hz and 240 Hz), with smaller differences in the mean nuclear/cytoplasmic ratios between groups. Given the insignificant difference in extracellular space found between treated and control animals after 24 hours, indicating little to no difference in cellularity, these results indicate that OGSE methods may be capable of
detecting changes in ADC that result from chemotherapeutic effects on intracellular structure, such as nuclear volume.

While previous studies implementing OGSE methods in ischemic rat brain (47) and intracranial C6 tumors (15) were effective in their ability to measure ADC at diffusion times at, or below, a single millisecond, we report here the first results of these techniques in a model of tumor treatment response. Furthermore, while this study utilized only two gradient oscillation frequencies, with a maximum at 240 Hz, the availability of higher gradient amplitudes will allow such techniques to be pushed to higher oscillation frequencies, resulting in even shorter effective diffusion times. At such frequencies, we will be able to probe variations in tissue microstructure occurring on a submicron scale, which may provide an even more sensitive measure of the effects of chemotherapeutic agents on tumor microstructure in vivo.
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CHAPTER VII

CONCLUSION

Summary

The research reported in this dissertation has focused on the utility of temporal diffusion magnetic resonance spectroscopy techniques in evaluating biological tissue morphology. In contrast to conventional diffusion-weighted MRI techniques, which probe molecular displacements over an experimentally determined ‘diffusion time’, these methods isolate specific frequencies of the diffusion spectrum through appropriately modulated, oscillating magnetic field gradients. A thorough description of the diffusion spectrum and its connection to the molecular velocity auto-correlation function was outlined in Chapter III, along with the experimental techniques for quantifying the apparent diffusion coefficient as a function of oscillation frequency.

Chapter IV demonstrated the application of these oscillating gradient spin-echo methods for quantifying molecular water diffusion in a system of cultured human embryonic kidney cells (293-EBNA). The ADC was measured with OGSE techniques at ten equally spaced frequencies between 200 Hz and 2000 Hz following actin/cytoskeleton depolymerization, microtubule depolymerization, and disruption of the intracellular Golgi apparatus, as well in control cells treated with PBS. Conventional, pulsed-gradient diffusion-weighted data, at a diffusion time of 30 ms, were also obtained. While the disruption of the Golgi apparatus with
Brefeldin A showed no effect on ADC compared to control cells, the disruption of the microtubule network with Nocodazole created a slight decrease in ADC at frequencies above 1 kHz. While the ADC decreased a maximum of approximately 2% at 2 kHz, a difference that was found to be insignificant compared to control values using a student t-test, the increasing divergence of ADC, between treated samples and controls, with increasing oscillation frequency suggests that a more pronounced effect may be detectable at higher frequencies. While this last statement is only speculative, it would imply that microtubules only have an effect on ADC values at very short diffusion times, and that microtubules play little or no role in the large ADC decreases measured in stroke at long diffusion times.

The third drug used in these packed cell studies, Cytochalasin D, did produce a significant difference in ADC values following treatment. This drug, which depolymerizes the actin cytoskeleton and inhibits cytoplasmic streaming, showed a similar divergence in ADC values, as compared to controls, with increasing oscillation frequency. These differences were found to be significant at 1.8 kHz (p = 0.05) and 2 kHz (p = 0.04), while ADC values measured with PGSE were found to be nearly identical (p = 0.84) between treated and control groups. While the disassociation of actin filaments in the intracellular environment would seemingly provide less barriers to diffusion and thereby increase ADC, these findings suggest that the cytoplasmic streaming perpetuated by the actin cytoskeleton may play a significant role in intracellular ADC at very short diffusion times. However, at longer diffusion times commonly implemented with PGSE
techniques, the reduction in ADC from free water values is dominated by the presence of other restrictions, such as those created by the presence of intracellular organelles. Experiments performed in samples of BSA validated this claim by showing that, although both methods showed a significant decrease in ADC with increasing protein content in BSA, only OGSE methods were capable of detecting viscous effects produced by actin disassociation in a structured cell system, implying that any such influence these effects have on PGSE measurements are obscured by other restriction effects.

Chapter V outlined the use of OGSE techniques for evaluating water diffusion rates in C6 tumors. To the best of our knowledge, these studies are the first reported application of OGSE methods to the study of cancer, and demonstrate the shortest diffusion times ever measured in a model of cancer in vivo. The results of this study were published in the journal Cancer Research in July 2008 (volume 68, pages 5941-47). These experiments showed that OGSE methods could provide additional information about tumor microstructure obscured by conventional PGSE techniques by measuring ADC over much shorter diffusion times, thereby providing greater sensitivity to variations in tissue structure on an intracellular scale. The resulting ADC maps of intracranial tumor, over a broad range of oscillation frequencies (30 Hz to 240 Hz), produced greater tissue contrast and revealed greater detail of tissue heterogeneity than ADC maps produced by PGSE. These findings suggested that OGSE methods may not only provide a more sensitive probe of tissue microstructure in vivo, but may
also serve as an earlier and/or more accurate biomarker of tumor treatment response.

Chapter VI is the realization of OGSE methods as a biomarker of treatment response. Following upon the work outlined in Chapter V, OGSE techniques were again implemented in the study of an intracranial tumor in rats in vivo. However, the purpose of this latter study was to evaluate the efficacy of OGSE methods for detecting tumor treatment response earlier than conventional PGSE techniques. Studies were performed in male Fischer 344 rats bearing intracranial 9L gliomas, prior to, as well as 24 and 72 hours following treatment with a common antineoplastic chemotherapy drug, Carmustine. Experiments were also performed in control animals. Animals from both groups were then sacrificed for tissue sectioning and stained with histological markers (caspase-3, Ki-67, and hemotoxylin and eosin). Tissue sections were digitally imaged and area fractions of histologically stained regions were quantified using a k-means clustering algorithm.

These studies revealed that OGSE methods were capable of detecting variations in tumor ADC in as little as 24 hours following treatment, when PGSE methods failed to detect such changes. Variations in ADC measured at both 120 Hz and 240 Hz were found to be significantly lower than pre-treatment values 24 hours following treatment (p = 0.04 and p = 0.02, respectively). Although ADC values measured with PGSE were also found to decrease after 24 hours, these variations were not found to be significant (p = 0.13). After 72 hours, both methods revealed significant decreases in ADC (p < 0.05 for both methods).
Histological examination of tissue sections provided additional insight into the pathophysiological mechanisms underlying these ADC variations. For example, area fractions of apoptotic cells in treated animals were found to be higher than in controls at both 24 and 72 hours after treatment, yet these differences were found to be insignificant using a student t-test. The area fractions of proliferating cells were similar between groups after 24 hours, yet increased in treated animals to the level of statistical significance after 72 hours ($p = 0.004$). These results indicate that the antineoplastic effects of BCNU decreased the number of proliferating cells in treated animals, while the control animals experienced increasing tumor growth.

There was also a significant increase in extracellular space for both treated and control animals from the 24 hour to 72 hour time point. While mean area fractions of extracellular space were similar between groups after 24 hours, both groups showed an increase after 72 hours, though only the treated group showed a significant change ($p = 0.046$).

The most striking difference between groups was in the area fraction of hemotoxylin stained tissue. At both 24 hours and 72 hours following treatment, these area fractions were found to be significantly larger in treated animals than in controls. Furthermore, the ratio of hemotoxylin/eosin stained areas, which give some indication of the nuclear/cytoplasmic ratio, was also significantly different between groups at both time points, with the treated group displaying significantly larger values.
Given the insignificant difference in extracellular space found between treated and control animals after 24 hours, indicating little to no difference in cellularity between groups, these results indicate that OGSE methods may be capable of detecting changes in ADC resulting from chemotherapeutic effects on intracellular structure alone. This claim is further validated by the significant differences found in mean nuclear size and mean nuclear/cytoplasmic ratio between groups at this time point, contrasted with the insignificant differences found in the area fraction of apoptotic and proliferating cells between groups. Although further studies in other tumor models, and with other treatment methods, may be needed to further validate this finding, these studies have provided a first glimpse at the utility of OGSE techniques for detecting tumor response within 24 hours of treatment, and earlier than conventional DW-MRI methods.

In closing, the work outlined in this thesis has demonstrated the efficacy of oscillating gradient diffusion MRI techniques for evaluating variations in tissue microstructure that are obscured by conventionally employed techniques. Since these methods are sensitive to microscopic changes in tissue organization on an intracellular scale, these techniques provide additional insight into the pathophysiological factors influencing variations in ADC, such as those that occur following stroke, as well as those associated with tumor proliferation and/or response to therapy. While further work is needed, in other tissue models, as well as at higher oscillation frequencies, in order to explore the full utility of OGSE methods, the research described in this thesis has provided a solid
foundation for the application of these techniques to the study of biological tissue structure \textit{in vivo}.