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A new ground-based detector, the Fermilab Holometer, has extended the accessible gravitational wave frequency range from kHz up to MHz. At these higher frequencies, exotic sources that were produced shortly after the Big Bang could radiate. The existence of nearby remnants is tested using the Holometer, which consists of separate yet identical 39-meter Michelson interferometers operated at Fermi National Accelerator Laboratory. Utilizing a 130-hour dataset collected between July 15, 2015 and August 15, 2015, constraints are made on both the stochastic gravitational wave background and primordial black hole binaries.

The first result is a $3\sigma$ upper limit of the stochastic gravitational wave background at MHz frequencies. This is the only direct gravitational wave measurement at these frequencies. The Holometer $3\sigma$ upper limit on the energy density, $\Omega_{GW}$, is $5.6 \times 10^{12}$ at 1 MHz and goes up to $8.4 \times 10^{15}$ at 13 MHz. This result is much higher than existing indirect measurements. However, this does place constraints on early universe models that predict large bursts of gravitational radiation in a narrow MHz band.
The second result is a measurement of in-spiraling primordial black hole binaries from 1 to 1.92 MHz. We report that there are no detectable primordial black hole binaries in the mass range $0.7 - 3.5 \times 10^{21}$ g between the earth and the moon. Utilizing the same dataset, an alternative analysis path can constrain primordial black hole binaries in the mass range from 0.6 to $2.5 \times 10^{25}$ g which would increase the distance out to Jupiter. Additionally, the sensitivity of the Holometer with a new data acquisition system can constrain merging black hole binary pairs up to $\sim 10^{30}$ g within the Milky Way halo. This instrument opens up a new opportunity to improve measurements on one of the least constrained mass ranges for primordial black holes.
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CHAPTER I

INTRODUCTION

I.1 Gravitational Waves

In 1915, Einstein developed a new theory of gravitation called General Relativity.\textsuperscript{1,2} This description of gravitational interactions relates the energy-momentum of an object with the curvature of space-time. More massive objects curve space-time more strongly than less massive objects. A few predicted observables from General Relativity that are different from the Newtonian description of gravitational interactions include the precession of Mercury, gravitational lensing and the gravitational redshift of light. Each of these predictions along with many others have been rigorously verified over the past 100 years.

After his series of papers on General Relativity, Einstein proposed a unique new observable - gravitational waves - oscillations in the space-time metric that result in the stretching and squeezing of space and time itself\textsuperscript{3}. As a gravitational wave passes, the distance between objects and the duration between events will become longer and shorter. These oscillations carry away energy in a new form of radiation, namely gravitational radiation, and are directly related to an object’s energy-momentum and quadrupole moment.

Gravitational waves are an entirely new way of exploring the universe. Before September 2015, the way we understood the universe was solely through electro-
magnetic radiation, cosmic rays and neutrinos. After September 2015, the first direct detection of gravitational waves from an orbiting system of two $\sim 30 M_\odot$ black holes was made with a new class of observatories. This single observation, has provided us with entirely new insights into astrophysics and fundamental tests of gravitation and space-time. Gravitational waves will play a vital role in facilitating tests of physics, astrophysics and cosmology in the years to come.

I.2 Gravitational Wave Spectrum

Gravitational waves can come in a broad range of predicted frequencies. Figure 1 encapsulates what may be accessible in our universe through the active experiments designed to search for objects at many different frequencies.

In the frequency range from $10^{-16}$ to $10^{-15}$ Hz, experiments such as BICEP, KECK, SPT-3G and CMB-S4 will accurately map out the cosmic microwaves background polarization in multiple wavelengths and angular resolution. The goal is to measure imprints of gravitational waves on the polarization of light in the early universe from processes such as inflation or new models of physics. In the frequency range from $10^{-9}$ to $10^{-7}$ Hz, experiments such as PPTA, EPTA, NanoGrav utilize radio wave measurements of an array of pulsars as a long baseline gravitational detector. The stability of the pulses are used to search for time delays induced from a gravitational wave source. At these frequencies, the likely sources are mergers of supermassive black holes which will provide unique insights into galaxy formation. In the frequency range from $10^{-4}$ to $10^{-2}$ Hz, a space-based gravitational detector,
eLISA, is actively being developed.\textsuperscript{11} This experiment will utilize a $10^6$ km baseline interferometer to search for supermassive black holes in distant galaxies and will be sensitive enough to measure lighter mass objects in the Milky Way. In the $10$ to $10^4$ Hz range, ground based gravitational wave detectors such as the Laser Interferometric Gravitational Wave Observatory (LIGO)\textsuperscript{12;13;14}, VIRGO\textsuperscript{15;16} and GEO-600\textsuperscript{17} have led the field to the direct detection of two merging stellar mass black holes. These experiments utilize km scale interferometers located at multiple sites around the earth. Predictions of merging events in the late stages of binary stellar remnants such as black holes and neutrons stars are predicted in this frequency range.

In the $10^6$ - $10^7$ Hz frequency range, the Holometer is a new ground-based gravitational wave detector. This experiment consists of a pair of co-located 39 meter interferometers optimally sensitive across a broadband range of MHz frequencies. The only other experiment performed at these frequencies was in a very narrowband using superconducting microwave cavities\textsuperscript{18} This instrument is much smaller than the kilometer scale interferometers; however, it opens up the opportunity to hunt for sources in an entirely new frequency range.

\section*{I.3 MHz Sources from the Early Universe}

Potential sources that could emit gravitational waves at MHz frequencies would have originated in the very early universe. During this era, the universe was undergoing extreme conditions that could have produced a variety of exotic phenomena. A brief summary of the current cosmological model informed from many different
astrophysical observations followed by a discussion about what early universe models could be probed with a MHz gravitational wave detector will be described below.

I.3.1 Current Cosmological Model

The universe began in a hot, dense Big Bang followed by a period of inflation that rapidly stretched the universe out to a flat universe with small inhomogeneities in the energy-density field. The universe continued to expand and went through various phase transitions where the fundamental forces (strong, weak and electro-magnetic) decoupled from one another. A few seconds later protons and neutrons formed then a few minutes later the universe cooled enough for the formation of light particles (such as $^1\text{H}$, $^2\text{H}$, $^3\text{H}$, $^3\text{He}$, $^4\text{He}$, $^7\text{Li}$) to occur. As the expansion continued, the dominant form of energy transitioned from radiation into matter. When the universe became transparent enough due to the formation of neutral atoms, 400,000 years after the Big Bang, light was able to free stream and this is the cosmic microwave background we measure today. As the expansion continued, the formation of the first stars and galaxies began and continued to form further generations of stars and galaxies. Today, 14 billion years later, the large scale structure of the universe, from clusters of galaxies to filaments and voids, are a direct result of the inhomogeneities of the early universe.

This picture still has quite a few mysteries and a complimentary probe of gravitational waves can provide new insights to the electro-magnetic observations. One of the mysteries of the early universe is that of the period of rapid inflation that likely occurred at $10^{-35}$ seconds after the Big Bang. It is unclear why this happened or
what drove this phenomenon. Rich theoretical investigations provide models such as slow roll inflation\(^{20;21}\), axion inflation\(^{22}\) and a number of other inflationary models that predict what the fluctuations in the density field may be. The gravitational interactions with the density fields themselves could produce an observable gravitational radiation background.\(^{23}\) Another inflationary observable could come from the formation of primordial black holes in over dense regions.\(^{24;25}\) The range of primordial black hole masses could be as small as \(10^{-5}\) g to as large as \(10^{38}\) g (\(10^{5}\) M\(_{\odot}\)).\(^{25}\) Masses smaller than \(10^{15}\) g would have evaporated in the early universe due to Hawking radiation and left imprints on the CMB anisotropies and polarization.\(^{26}\) Primordial black holes \(>10^{15}\) g could still be around today and will be discussed further below.

Another set of early universe mysteries come from phase transitions such as the electro-weak decoupling at \(10^{-11}\) seconds after the Big Bang along with the quark-hadron transition at \(10^{-6}\) seconds. Possible consequences include the production of topological defects in space-time such as branes, cosmic (super-)strings and monopoles. Networks of these topological defects would also produce fluctuations in the density field in a uniquely different way than those predicted from the inflationary models. Cosmic string networks have been proposed to produce unresolved background gravitational radiation.\(^{27}\) Individual cosmic strings would be an additional early universe relic.\(^{28;29;30}\) Another gravitational wave observable would be the collision of vacuum bubbles that formed from either phase transitions or inflation.\(^{31}\) This would result in a peak in the predicted spectrum of an unresolved gravitational wave background or a large flux of gravitational radiation in a narrow frequency range.
This thesis will focus on placing constraints on the unresolved gravitational wave background along with a search for primordial black holes.

I.3.2 Unresolved Gravitational Wave Background

A superposition of a many gravitational wave sources would produce an unresolved gravitational wave background. One way to parameterize this background is called the Stochastic Gravitational Wave background (SGWB). SGWB can be described through its contribution to the energy density $\Omega_{GW}$ which is the ratio of the energy density in the form of gravitational waves to the critical density of the universe, $\rho_c$. The early universe processes described above make predictions for the amount and spectral shape of energy density, which scales roughly as $f^{-3}$, where $f$ is the frequency.

Constraints on the abundance from stochastic gravitational wave backgrounds come from different probes as summarized in Figure 2. There are two classes of constraints which are indirect (CMB, BBN and LSS) and direct (Pulsar timing arrays, LIGO/VIRGO) gravitational wave probes. The indirect constraints place limits based on the amount of energy injected into the early universe that could be still be consistent with the measured observables. For instance, if there were too many primordial black holes, that would change the predicted chemical abundances making them inconsistent with measurements. Similar arguments about processes that would introduce additional forms of energy would alter the measured anisotropies of the CMB power spectrum along with inducing spectral distortions to the near perfect
blackbody measurements from FIRAS (a CMB experiment onboard the COBE satellite). Therefore, the BBN and CMB measurements are integrated constraints across many decades of gravitational wave frequencies.

Direct constraints come from gravitational wave experiments such as pulsar timing arrays, bar detectors, microwave cavities and ground based interferometers. Pulsar timing arrays place a constraint in the band $10^{-9}$ Hz frequency range. In the 100Hz to 1kHz frequency range, the most sensitive measurement on the SGWB limit is set from the interferometer measurements from LIGO and Virgo rather than the previous constraints from bar detectors and microwave cavities. The interferometer measurement of the SGWB cross-correlates the output of multiple interferometers such as the combination of LIGO-Livingston, LIGO-Hanford and Virgo. Another set of measurements was from two of the LIGO detectors which were co-located at Hanford Washington. This combination of detectors gives an improved constraint because there is a lack of signal decoherence over the larger baseline from the global network of detectors. To date, there are no direct measurements in the MHz band which the Holometer is uniquely sensitive to.

I.3.3 Resolvable Remnants: Low Mass Primordial Black Holes

Primordial black holes form in the early universe where inhomogeneities in the energy density field can compress into black holes. The mass of the black holes depend on the epoch that the black holes are formed as defined by

$$M_{\text{PBH}} = \frac{c^3 t}{G_N}$$  \hspace{1cm} (1)
where $M_{\text{PBH}}$ is the mass of the primordial black holes, $c$ is the speed of light, $t$ is the formation time after the big bang, $G_N$ is the Newtonian gravitational constant. Black holes formed in the early universe will typically stay the same size as they were at the time of formation. Black holes smaller than $10^{33} \text{ g}(1 \text{ M}_\odot)$ could only have formed in the early universe because astrophysical processes could not compress anything smaller.

The primordial black holes that mainly considered are ones formed during the radiation dominated period that took place after inflation, which was from $10^{-35}$ seconds to 5,000 years after the Big Bang. Primordial black holes formed before inflation will have a number density that is much less than the ones formed later. The fraction of primordial black holes, $\beta(M_{\text{PBH}})$ that would still be around today (14 million years after the Big Bang) is given by the following equation:

$$\beta(M_{\text{PBH}}) = 1.15 \times 10^{-18} \gamma^{-1/2} \left( \frac{\gamma M_{\text{PBH}} n_{\text{PBH}}(t_0)}{\rho_c} \right) \left( \frac{h}{0.72} \right)^2 \left( \frac{g_{\ast i}}{106.75} \right)^{1/4} \left( \frac{\gamma M_{\text{PBH}}}{10^{15} \text{[g]}} \right)^{1/2}$$

where $\gamma$ a numerical factor that depends on the details of gravitational collapse and can range from as small as $10^{-4}$ to $>> 1$, $M_{\text{PBH}}$ is the mass of the primordial black holes, $n_{\text{PBH}}(t_0)$ is the number of primordial black holes today ($t_0$), $\rho_c$ is the critical density required to make a spatially flat universe, $h$ is the Hubble parameter which is the expansion rate of the universe normalized by 100 [km/s/Mpc], $g_{\ast i}$ counts the relativist degrees of freedom which is normalized to the value of $g_*$ at $10^{-5}$ s, an epoch where most of the primordial black holes are likely to have formed and [g] is the unit
grams.\textsuperscript{26}

Primordial black hole constraints are based on many different astrophysical probes as seen in Figure 3. For convenience, the mass fraction of primordial black holes is redefined as\textsuperscript{26}

\[
\beta'(M) \equiv \gamma^{1/2} \frac{g_*}{106.75}^{-1/4} \beta(M)
\]  

(3)

Masses \(< 10^{15} \text{ g}\) would have evaporated in the early universe due to Hawking radiation, masses \(\sim 10^{15} \text{ g}\) would be evaporating today and masses \(> 10^{15} \text{ g}\) would still be around today. Masses from 0 to \(10^4 \text{ g}\) are constrained by the Planck mass relics’ contribution to the dark matter fraction (Planck). Masses from \(10^4\) to \(10^8 \text{ g}\) are constrained by evaporating primordial black holes into LSP (the lightest supersymmetric particle). Alternatively, if inflation did not happen than limits can be placed by the primordial black hole contributions to the entropy of the universe. Masses from \(10^8\) to \(10^{14} \text{ g}\) are constrained by their effects on Big Bang nucleosynthesis (BBN) and the cosmic microwave background (CMB). If there were too many evaporating primordial black holes than it would effect the measured abundances of light nuclei and the fluctuations in the CMB power spectrum. Masses from \(10^{14}\) to \(10^{18} \text{ g}\) are constrained from measurements of the extra galactic background (EGB) and galactic gamma ray background (Galactic \(\gamma\)). These constraints are based on the amount of emission that would be created through accretion onto the primordial black holes. The dashed lines in this mass range correspond to the improvements from using 21 cm intensity mapping of the matter field. Masses from \(10^{18}\) to \(10^{22} \text{ g}\) are constrained
from are from femto- and pico- lensing of gamma ray bursts. Masses from $10^{22}$ to $10^{28}$ g are constrained through a density limit of the smallest unevaporated black holes, $\Omega_{\text{PBH}}$, that is consistent with the Galactic $\gamma$ ray limit. Masses from $10^{28}$ to $10^{33}$ g are constrained from FIRAS measurements of spectral distortions of the CMB. If the black holes were accreting in the early universe, the increased photon emission would add extra energy into the radiation field that would effect the perfect black-body of the CMB. Masses from $10^{33}$ to $10^{35}$ g are constrained from lensing of distant quasars (QSO). Masses from $10^{35}$ to $10^{38}$ g is constrained from disruption of wide stellar binary systems (WB). In this mass range, there are strong constraints from the direct emission of gravitational wave for masses between $10^{36}$ to $10^{37}$ g (GW). The MACHO experiment which uses micro-lensing of stars places additional constraints on masses from $10^{32}$ to $10^{40}$ g. Masses from $10^{38}$ to $10^{46}$ g are constrained by the large-scale structure of galaxies (LSS) and dynamical friction (DF). Large primordial black holes would have altered the initial matter field of the universe and changed the structure of galaxies we see today. The dynamical friction constraints are from the effects primordial black holes would have on the formation of individual galaxies and clusters. Masses from $10^{46}$ to $10^{50}$ g are also constrained density limits from the gamma ray background. The measurements from the CMB temperature anisotropies help to constrain the mass range from $10^{33}$ to $10^{49}$.

The least constrained regions are the range from $10^{20} - 10^{26}$ g and $10^2 - 10^4 \, M_\odot$. The Holometer provides a unique new probe in the mass range from $10^{21}$ to $10^{30}$ g region which will be discussed further Section IV.1.2.
I.3.4 Additional Exotic Sources

As mentioned earlier, there could be additional remnants that the Holometer is sensitive to such as cosmic super-strings and bubble collisions. Cosmic super-strings oscillate at the speed of light and emit gravitational radiation during these oscillations. Additionally, a kink or break in a cosmic super-strings breaks can produce gravitational radiation. Therefore, it is possible to search for either stable or bursting cosmic super-strings with a gravitational wave detector. Additionally, bubble collisions from phase transitions could also produce a large spike in a narrow-band of frequencies. These searches are capable with this dataset.

The focus of this thesis will be using the Holometer to place constraints on the Stochastic Gravitational Wave Background and the Primordial black holes at MHz frequencies.
Figure 1 The gravitational wave spectrum spanning from the lowest to the highest frequencies. This spectrum encapsulates the type of sources that would be accessible in each frequency range and the experiments that are designed to detect them. In the frequency range from $10^{-16}$ to $10^{-15}$ Hz, gravitational wave signatures will be imprinted on the polarization of the cosmic microwave background from physics in the early universe. In the frequency range from $10^{-9}$ to $10^{-7}$ Hz, pulsar timing arrays are employed as a long baseline gravitational detector in the search for merging binary supermassive black holes. In the frequency range from $10^{-4}$ to $10^{-2}$ Hz, a million kilometer space-based interferometer will be used to search for supermassive black holes capturing stellar remnants along with lighter mass stellar remnant pairs like neutron stars in the Milky Way galaxy. In the $10^3$ Hz range, kilometer scale gravitational wave detectors on earth are designed to measure the last phase of merging events from stellar remnants such as black holes and neutron stars. In the $10^6$ to $10^7$ Hz range, ground-based decameter scale gravitational wave detectors may be sensitive to early universe remnants such as primordial black holes and cosmic (super-)strings.
Figure 2 Constraints on the energy density of stochastic gravitational waves, $\Omega_{GW}$, as a function of frequency. This figure describes the landscape of both experimental constraints and theoretical predictions. The indirect experimental constraints are from Big Bang Nucleosynthesis (BBN), Cosmic Microwave Background (CMB) and Matter power spectra. These measurements constrain the abundance of gravitational waves by their effects on the production of light nuclei in the early universe, the anisotropies and spectral distortions of the radiation in the early universe and the late time structure growth. The direct experimental constraints are from Pulsar timing arrays, Earth Normal modes, LIGO-Virgo, and LIGO H1 - LIGO H2 (where H1 and H2 indicate two co-located interferometers at the Hanford, Washington site). Each of these measurements place upper limits on the abundance of the stochastic gravitational wave background contributing to the overall noise budget. The line for advanced-LIGO (AdvDet) shows the projected constraints with new upgrades to the detectors. Additionally, this figure shows the predicted spectral shape for a few early universe models such as slow-roll inflation, axion inflation, stiff equation of state and cosmic strings. The other curves (BBH and BNS) are predicted contributions at late time populations of binary black holes and binary neutron stars. Current predictions from these late-time populations will not have any signal up at MHz frequencies. The Holometer will be the first experiment to place constraints in the MHz frequency range.
Figure 3 Constraints on the fraction of primordial black holes, $\beta'$, as a function of mass, which are defined in Equations 1 and 3. Masses from 0 to $10^4$ g are constrained by the Planck mass relics’ contribution to the dark matter fraction (Planck). Masses from $10^4$ to $10^8$ g are constrained by evaporating primordial black holes into LSP (lightest supersymmetric particle). Alternatively, limits can be placed by the primordial black hole contributions to the entropy of the universe (Entropy). Masses from $10^8$ to $10^{14}$ g are constrained by their effects on Big Bang nucleosynthesis (BBN) and the cosmic microwave background (CMB). Masses from $10^{14}$ to $10^{18}$ g are constrained by measurements of the extra galactic background (EGB) and galactic gamma ray background (Galactic $\gamma$). Additional improvements in this range will be made with future 21cm measurements (dashed line). Masses from $10^{18}$ to $10^{22}$ g constraints are from femto- and pico- lensing of gamma ray bursts. Masses from $10^{22}$ to $10^{28}$ g are constrained through a density limit of the smallest unevaporated black hole, $\Omega_{PBH}$, that is consistent with the Galactic $\gamma$ ray limit. Masses from $10^{28}$ to $10^{33}$ g are constrained from FIRAS measurements. Masses from $10^{33}$ to $10^{35}$ g are constrained from lensing of distant quasars (QSO). Masses from $10^{35}$ to $10^{38}$ g are constrained from disruption of wide stellar binary systems (WB). In this mass range, there are strong constraints from the direct emission of gravitational waves for masses between $10^{36}$ to $10^{37}$ g (GW). The MACHO experiment which uses micro-lensing of stars places additional constraints on masses from $10^{32}$ to $10^{40}$ g. Masses from $10^{38}$ to $10^{46}$ g are constrained by the large-scale structure of galaxies (LSS) and dynamical friction (DF). Large primordial black holes would have altered the initial matter field of the universe and changed the structure of galaxies that we see today. The dynamical friction constraints are from the effects primordial black holes would have on the formation of individual galaxies and clusters. Masses from $10^{46}$ to $10^{50}$ g are also constrained by density limits from the gamma ray background. The measurements from the CMB temperature anisotropies help to constrain the mass range from $10^{33}$ to $10^{49}$. One of the least constrained regions is the range from $10^{30} - 10^{26}$ g and the Holometer provides a unique new probe within this mass range (Section IV.1.2).
CHAPTER II

THE FERMILAB HOLOMETER

II.1 Ground-based Gravitational Wave Detectors

Gravitational waves are described by the frequency and amplitude of the oscillations. The frequency of the wave depends on its source as mentioned in Section I.2 and Section I.3. The amplitude of the gravitational wave is called the strain, which is the fractional change in the stretching and squeezing of the space-time metric. Sources such as stellar mass black hole binaries are predicted (and measured) to create fractional changes in the space-time metric by $10^{-22}$ at 100 Hz.

The detectability of a gravitational wave depends not only on the type of source but also on the distance to the source and the sensitivity of the instrument. The most sensitive ground based detectors are large scale Michelson Interferometers. Over the last $\sim 40$ years, the LIGO collaboration has pioneered the technology to be able to make a detection from earth. LIGO/VIRGO/GEO-600/KAGRA are broadband detectors sensitive to gravitational waves across a range of frequencies from 10 Hz to 1kHz. Other types of ground-based detectors exist such as resonant bar detectors and superconducting microwave cavities though they are sensitive in a very narrow range of frequencies.

A Michelson interferometer is an instrument that converts the gravitational wave strain into a measurable effect via changes in the distance light travels in two orthog-
onal paths. As a gravitational wave passes through a Michelson interferometer, it increases the physical length of one arm while shrinking the length of the other. This lengthening and shrinking is directly proportional to the frequency of the gravitational waves. The technological feat that the kilometer scale interferometers needed to achieve was to suppress physical length changes due to other effects such as seismic variations, Newtonian gravitational gradients which are over 10 orders of magnitude at some frequencies. Additional challenges to overcome in this measurement were effects to the optics from thermal coating noise and lensing effects and even the limitations imposed on the measurement from standard quantum mechanics. To verify that the measured length changes are real effects from gravitational wave emitting sources, multiple kilometer scale interferometers were built around the world.

The Holometer is a new broadband detector that is sensitive to gravitational waves at much higher frequencies (MHz). This instrument is a smaller, simpler pair of large scale Michelson interferometers. One advantage this instrument has over the others is that by operating at MHz frequencies the dominant noise source is photon shot noise rather than the seismic, optical and quantum noise the others need to suppress. Details of the Holometer design and performance will be described below.

II.2 Anatomy of the Fermilab Holometer

The Holometer consists of a pair of 40 meter Michelson interferometers constructed and commissioned at Fermi National Laboratory between 2009-2014 as seen in Figure 4. Each interferometer has parallel but independent systems - equipped with
separate lasers, housed in separate vacuum systems, operated with separate electrical systems, separate signal detectors and uses separate digitizers. The goal of this design is to reduce known correlations between the two interferometers. The laser wavelength used is 1064nm produced from an Nd:Yag crystal. The ultra-high vacuum systems for each interferometer are stably operated at $10^{-8}$ Torr. Each interferometer is a power-recycled Michelson interferometer that is capable of making instantaneous length measurements down to $10^{-18}$ m/$\sqrt{\text{Hz}}$, which will be described below in detail.

![Figure 4 Google Earth image of the Holometer at Fermi National Accelerator Laboratory. The Holometer consists of two 39-meter Michelson Interferometers (pink arrow) separated by 0.6 meters. Both interferometers are completely isolated in separate vacuum systems. Half of each interferometer is inside a tunnel while the other half extends outside to a blue hut. The optical path of the interferometers will be described in Section II.3. The Holometer command center is where the computers that processes the data are.](image-url)
II.3 Power-Recycled Michelson Interferometer

A simple Michelson interferometer uses 3 core optics - a beamsplitter and two distant end mirrors as seen in Figure 5. The laser injected into the interferometer interacts with the beamsplitter, an optic that is coated to be 50% transmitting and 50% reflecting. This incident beam samples the beamsplitter’s position in two orthogonal directions and travels the length of the instrument. At 40 meters away, the distant end mirrors reflect 100% of the light back towards the beamsplitter. The interferometer is set up to have the returning beams recombine at the beamsplitter. After the beams recombine, any in-phase light returns towards the laser while any out-of-phase light exits the interferometer.

The instrument’s sensitivity to gravitational waves depends on the amount of power in the Michelson interferometer. A technique used to increase the power is known as power-recycling, which increases the amount of photons on the beamsplitter. It combines a Michelson interferometer with a Fabry-Perot cavity to reuse photons that would otherwise return directly towards the incident laser. The advantages of power-recycling are an increase in the length sensitivity of the interferometer, laser frequency stabilization through the Pound-Drever-Hall technique and as a filter from additional unwanted noise that would otherwise enter the interferometer.

II.4 Measurement of Interest: Differential Arm Length

The main measurement of a Michelson interferometer is any out-of-phase light from differential changes in the path length ($\Delta L = L_1 - L_2$), nominally referred to
as DARM. Changes in the arm length produce a phase shift between the returning beams, which results in destructive interference from the light not perfectly canceling. This is measured in the detectors as power variations. The signal exiting the interferometer carries information about any longitudinal variation between the beamsplitter and the end mirrors.

By utilizing a high finesse Fabry-Perot cavity in the Holometer, we can reach \( \sim 2.5 \) kW of circulating power within the interferometer from a 1 W incident laser. The increased power increases the number of photons sampling the length variations and reduces the shot noise by \( 1/\sqrt{N_{\text{photons}}} \). Shot noise is calculated in the following way: 

\[
\Delta x_{\text{shot}} = \frac{1}{2\pi} \sqrt{\frac{\hbar c \lambda}{P_{\text{beamsplitter}}}}
\]

where \( \hbar \) is Planck’s constant, \( c \) is the speed of light, \( \lambda \) is the wavelength of light (which is 1064 nm in this case) and \( P_{\text{beamsplitter}} \) is the amount of power on the beamsplitter. For 1 W of power on the beamsplitter, \( \Delta x_{\text{shot}} = 7.3 \times 10^{-17} \text{ m/}\sqrt{\text{Hz}} \) whereas with 2.5 kW this improves by over an order of magnitude to \( 1.5 \times 10^{-18} \text{ m/}\sqrt{\text{Hz}} \). At MHz frequencies, photon shot noise is the largest sources of noise.

II.5 Holometer Layout

Figure 6 shows a simplified layout of the Holometer optical system and highlights the channels that are digitized and used for scientific analysis. As mentioned in Section II.2, the interferometers are separate yet identical and kept isolated from one another until the final step of computation. Figure 6 has five main features to it :

1. Power Recycled Michelson Interferometers
(a) There are two identical 39 meter Power-Recycled Michelson Interferometers.

(b) Details of Power-Recycled Michelson Interferometers are described in Section II.3.

2. Interferometer signal detectors

(a) The interferometer signal detectors measure the differential arm length measurement described in Section II.4.

(b) Each interferometer is equipped with 2 separate signal detectors which will be described in Section II.6.

3. Environmental monitors

(a) Environmental monitors are set up to measure any ambient noise that would enter into the system and produce correlated noise.

(b) The are monitors are an antenna, laser phase monitor and laser amplitude monitor which will be described in Section II.10.

(c) Details of how we use the monitors to reject contaminated frequency bins will be described in Section II.11.2.

4. Digitizers

(a) There are four separate analog-to-digital converters (ADCs) that sample and digitize the signal at 50 MHz.
(b) Each digitizer has 2 channels that results in a total of 8 channels available for digitization.

(c) The input signals are from the interferometer signal detectors, loop antenna, phase and amplitude monitors.

(d) During science operations, the environmental monitors were rotated through because there are more monitors than available channels. A amount of live time during the run is also described in Section II.10.

5. Computer

(a) The digitized signals are sent via a 40 meter fiber optic cable to the 32-core processor computer which processes the data.

(b) Details of the data acquisition pipeline will be discussed in Section II.7.

II.6 Signal Detectors

At the output port of the power-recycled Michelson interferometer, the exiting beam is split off into two signal detectors. This output design of using two detectors is specific to the Holometer and is not a general necessity at the output of Michelson interferometers. Each signal detector is a NewFocus 1811 detector modified to be shot-noise limited at 10 mW (meaning the dominant noise source is the photon counting statistics and not the detector electronics) and can handle up to 150 mW of power. These detectors have both a DC output port, which has a voltage proportional to the average amount of intensity fluctuations, and an AC port that amplifies
the intensity fluctuations about this mean value. The Holometer modification to the initial commercial circuit design used an inductor to shunt off most of the photocurrent into the DC channel. This allows for more incident power (150mW) while not saturating the amplifiers in the AC chain. The DC chain amplifies the detectors by a factor of 10 while the AC channel amplifies the signal by $10^4$. The dark noise of the AC channel of a representative detector is shown in figure (dark noise picture). This modified NF1811 has a high pass filter that turns on at 500 kHz and loses response at 25 MHz. The AC channel is fed directly into the beginning of the data acquisition pipeline (DAQ).

II.7 Data Acquisition Pipeline

All the analysis for the Holometer must be performed in the frequency domain due to the high demands of the sampling rate, which differs drastically from other gravitational wave searches that perform searches by template matching in the time domain.

Figure 7 illustrates the main steps from sampling the time stream into the final hdf5 files. This figure simplifies the steps to only describing 2 channels while in reality there are a total of 8 channels where all these computations take place. In step 1, the voltage is sampled at 50 MHz resulting in a time stream instance, $V_k$, of 65,445 individual voltage measurements. Each subsequent time stream instance is stored in the buffer for a duration of 1 millisecond. After 1 millisecond, the Fourier transform is performed on the data to transform into the frequency domain.
\[
A(f)e^{i\theta(f)} = \sum_{k=1}^{130,890} e^{i2\pi f_j t_k} V_k
\]  

where \( V_k \) is the time stream instance in volts, \( f_j \) is the frequency in Hz and \( t_i \) is time in seconds. This Fourier transform is computed for each of the separate channels and will be referenced as \( A_a(f) e^{i\theta_a(f)} \) and \( A_b(f) e^{i\theta_b(f)} \) for channels \( a \) and \( b \), respectively. Additionally in each millisecond, the spectral densities are computed as illustrated in step 2 of Figure 7. Generically, the cross-correlation \( C_{xy} \) between the Fourier transforms of some channel \( x \), \( C^x \), and the complex conjugate of some channel \( y \), \( C^y* \) is computed as

\[
C_{xy} = C^x C^y* = A_x A_y e^{i(\theta_x - \theta_y)}
\]  

\( C^{xy} \) is the power in \( V^2 \) and to convert it into spectral density units \( V^2/\text{Hz} \) by dividing by the frequency bin size, which is 382 Hz in our case. The power spectral density (PSD) is the case when \( x = y \) and the cross spectral density (CSD) is when \( x \neq y \). Therefore, the power spectral density of channel \( a \) is \( C^{aa} = |A_a|^2 \) and channel \( b \) is \( C^{bb} = |A_b|^2 \). The cross spectral density between channel \( a \) and \( b \) is \( C^{ab} = A_a A_b e^{i(\theta_a - \theta_b)} \). For the individual channels, the power spectral density is a real-valued function which is a measurement of the amount of power in each frequency bin. Whereas the cross-spectral density is a complex function that is a measurement of the amount of correlated power in each frequency bin between the two channels.

Over the next 1 second, 1,400 millisecond PSDs and CSDs are averaged together as illustrated in step 3 of Figure 7. At the end of each 1 second, the data is stored in
an `hdf5` file with GPS timestamps to nanosecond precision. Steps 1-3 are repeatedly performed throughout the entire integration. The final `hdf5` file contains the PSDs for each of the 8 channels along with all of the CSDs for every combination of the different channels. Additional information such as the sampling frequency, equivalent noise bandwidth (ENBW), number of frequency bins used, along with scaling information to convert from ADC bits to volts are contained in each file.

II.8 Calibration from Volts to Meters

The physical quantity of interest is the physical arm length changes of the interferometer (DARM), which are in units of meters, whereas the final output of the data acquisition system is in volts. The science band of interest is in the MHz frequency range which makes applying a direct voltage to meters calibration a challenge. We developed a calibration ladder from low to high frequencies to state what the length fluctuations at MHz frequencies are.

1. Drive in a known signal to the end mirrors $[\Delta V_{in}/\Delta m]$

   (a) The end mirrors of the interferometers are mounted to piezo-electric actuators.

   (b) Sending in a drive signal $[V_{in}]$ to the actuators pushes the end mirror $[m]$.

   (c) The end mirrors can be driven this way up to 1kHz frequency.

2. Interferometer Response $[\Delta m/\Delta W]$

   (a) Driving the end mirrors changes the differences in the arm lengths (DARM).
(b) The interferometer converts the drive signal [m] into intensity fluctuations [W].

(c) Michelson interferometers respond differently than Power-Recycled Michelsons.

(d) Measurements of the drive signal are done in Michelson mode.

(e) Measurements of the drive signal are done in Power-Recycling mode.

(f) Models of Power-Recycled Michelson response are compared to the measurements.

3. Detector Response \([\Delta W/\Delta V_{\text{out}}]\)

(a) The light exiting the interferometer [W] is measured on a photodetector [A].

(b) The detector electronics converts the photocurrent [A] into voltage [V].

(c) The output of the detector has two channels - low and high frequency.

(d) Low Frequency

   i. The response of the low frequency channel is measured.

   ii. The low frequency response is up to \(\sim 200\) kHz.

   iii. The drive signal is measured in the low frequency channel.

(e) High Frequency (Signal Channel)

   i. The science band of interest is measured at high frequencies.

   ii. Measurements of the high frequency response are made.
iii. The high frequency response turns on at \( \sim 200 \, \text{kHz} \).

iv. Measurements of the low frequency to high frequency response are performed.

- A signal driving an LED across many different frequencies was how this measurement was performed (no interferometer).

All of these steps were performed multiple times throughout the commissioning and operations stages of the Holometer. For more details about how each step was performed see Lanza\(^{41}\) and McCuller\(^{42}\). The final calibrations for the interferometers are \(2.27 \pm 0.18 \times 10^{-12} \, \text{[V/m]}\) for Interferometer-1 and \(3.01 \pm 0.18 \times 10^{-12} \, \text{[V/m]}\) for Interferometer-2. The calibration is applied after data taking is completed.

II.9 Operation of the Interferometers in Science mode

The goal of this experiment is to achieve the highest sensitivity to MHz length fluctuations in the search for gravitational wave sources. Achieving this goal requires a trade-off between the amount of power the detectors can handle, additional optical noise from impurities on the optics along with the stability of the interferometer relative to the environmental conditions. Each interferometer is operated near the dark fringe, which is the condition where the differential arm lengths perfectly cancel. To receive power on the detectors, the interferometers are held at \( \delta L \sim 1 \, \text{nm} \) to better than 0.1 Å fluctuations about that point. Each interferometer’s control system maintains these operating conditions by using signals from light leaking out of the interferometer at the end mirrors along with light that exits at the signal port. En-
environmental conditions such as seismic variations, and various types of local ground motion can introduce enough noise to derail the control system and lose the stable operating point of a 1 nm offset.

During engineering campaigns, operators had to simultaneously control both interferometer’s manually. The duty cycle was quite low roughly 10% because it was hard to have both interferometers maintaining long stable locks. An automated system was developed for the Holometer to quickly bring the interferometer back to its operating condition. With the automated system’s implementation, operation has gone from having stable operating conditions for only a few minutes to uninterrupted hour long stretches.

In the beginning of the campaign, the duty cycle was highest at ∼ 90% in the evenings (after 5pm CST until 6 am CST) and weekends. However, it would fall to ∼ 50% during the daytime due to Fermilab activities. Halfway throughout this campaign, improvements to the automated system improved daytime stability to ∼ 90%. There was typically one operator running both interferometers to see if the duty cycle fell below ∼ 20%. Their role would be to make fine tune the interferometer’s cavity axis by adjusting the injection alignment. Additionally, they would run scripts that monitor the interferometer’s operating conditions for use in determining the calibration. A change that significantly improved the duty cycle and allowed us to move to remote operations was placing the injection mirrors on piezo-electric actuated mounts. After these changes, operators rarely needed to access the laser lab and could operate both interferometers on remote computers. This improvement drastically
increased the number of operators along with the amount of science data that can be taken. These developments to the control system allowed us to take data up to the hundred hours reported in this study.

II.10 Science Data and Environmental Monitors

The science data used in this study was taken from July - August 2015, where 130 hours of data was collected. This constitutes to greater than $10^8$ individual spectral measurements. Interferometer-1 was operating at $\sim 2.3$ kW of power with $\sim 220$ mW of cavity power leaving the interferometer. At these operating conditions, the sensitivity of the Interferometer-1 was $1.8 \times 10^{-18}$ m/√Hz. Interferometer-2 was operating at $\sim 2.5$ kW of cavity power with $\sim 220$ mW of power leaving the interferometer. At these operating conditions, the sensitivity of the Interferometer-2 was $2.2 \times 10^{-18}$ m/√Hz. The difference in sensitivity from the standard shot noise calculation for this amount of power is due to additional optical noise from impurities on the optics. The amount of exiting power was chosen to have more signal power than optical noise.

The data acquisition system is equipped with 4 separate ADCs that result in a total of 8 available channels. The first crate has both of the photodiodes from a single interferometer and the second crate has the both of the photodiodes from the second interferometer. The third and fourth crates are the auxiliary channels which we use as environmental monitors. The additional channels allow us to put constraints on the ambient RF environment, the influence of laser amplitude noise and laser phase...
noise contributions to the output signal measured by the interferometers. The cross-correlation is performed across all combinations of the 8 channels.

To monitor the ambient RF environment, a loop antenna passively monitored the environment above the signal detectors. During commissioning, this antenna along with a few other probe antennas were used to identify electronics that produced large amounts of RF noise. Our primary way to reduce the coupling between the electronics culprits and the signal detectors was to wrap the signal cables around ferrite cores. This reduced the common mode coupling in the electrical lines. The condition for acceptable suppression was that this noise would not couple into the signal at a detectable level until \( \sim 1000 \) hours of integration was reached. The location of the loop antenna during science data taking was optimized for the region that would be most susceptible to RF noise.

The laser sine wave can be characterized by both its amplitude and phase, \( A \sin \theta \). Each laser has both laser amplitude noise \( A \pm \delta A \) and laser phase noise \( \theta \pm \delta \theta \). These fluctuations arise from different processes in the lasing medium and the stability of the laser electronics to produce a coherent laser beam. Any amplitude or phase fluctuations that enter the 40 m Michelson interferometer will produce additional noise on the DARM signal at the output port. To monitor the laser amplitude noise, we shunt less than 1\% of the input beam into a separate high frequency detector that monitors the intensity fluctuations. The output of this detector is fed directly into the data acquisition system as the laser amplitude monitor.

To monitor the laser phase noise, we use the output from the Pound-Drever-Hall
(PDH) frequency stabilization signal. PDH is designed to stabilize any laser wandering by comparing it to a reference cavity\textsuperscript{43}. The Fabry-Perot cavity of the power-recycled Michelson interferometer is the reference cavity of which the laser frequency is stabilized to\textsuperscript{40}. As part of the control loop that implements this stabilization, the laser frequency is actively monitored. Laser frequency and laser phase is the same quantity, so we can use this signal as our laser phase monitor. We perform an ex-situ calibration (V/m) of the PDH phase noise signal using a small Mach-Zehnder interferometer on the laser table. The Mach-Zehnder interferometer works by splitting the light down two paths similar to a standard Michelson interferometer. The difference is that the beam recombines at another beamsplitter at the end of the path rather than being reflected directly back towards the initial beamsplitter as in the case of the Michelson Interferometer. We set up the Mach-Zehnder interferometer to have very asymmetric path lengths (a difference of \(\sim 7\) cm) to produce measurable effect in this small interferometer.

Both laser tables are equipped with both amplitude and phase monitors as described above. During the run, we had a limited number of auxiliary channels. Therefore, we would swap between having the antenna, amplitude and phase monitors plugged in. The antenna was always plugged in while the amplitude and phase monitors from the different detectors were swapped. The Interferometer-1 intensity monitor was available for 22\% of time while the Interferometer-2 intensity monitor was available for 83\% of the time. Both intensity monitors were available for 6\% of the time. The Interferometer-1 phase monitor was on for 94\% while the Interferometer-2
phase monitor 99%. Both phase monitors were available for 94%.

II.11 Data Quality

Data quality is determined from two conditions - one set during the data acquisition phase and the other from the environmental monitors.

II.11.1 Data Acquisition Flags

During data acquisition, several criteria were determined to reject a 1 second Fourier transform (or any intermediate steps) from being accumulated with the entire integration. One criterion is a digitizer clipping range, which means that data is flagged if the input voltage range exceeds some predetermined range. The clipping range was set to be within the linear range of the signal detector electronics. Another criterion was set to ensure that we are shot-noise limited during data taking. The measurement from the AC (high frequency) channel is compared to the predicted shot noise amount from the DC channel (low frequency) measurements. If they disagree by more than 20% the data are rejected.

An automated system between the control system of the interferometer and the data acquisition system was developed to inform the data acquisition system to start or stop taking data. This information was based on whether both interferometers were stably operating and the shutters onto the signal detectors were open. Data acquisition concluded when these operating conditions were not met because either the input alignment to the interferometer drifted or there was an external impulse to
the system from environmental conditions. Data were removed from segments that were taken either 4 seconds before or 4 seconds after the operating conditions were dropped and reacquired.

Another criterion is that data are rejected if there are no data from the control system. These data are important for determining the calibration outlined in Section II.8.

II.11.2 Auxiliary Channel Vetoes

During the data processing phase, studies of the cross-correlation between the environmental monitors and the signal detectors were used to determine a set of frequency bins that had significant amounts of correlation. The study performed was to identify the correlation between intensity (and phase) monitors with the opposite interferometer’s signal detectors. If the coherence was above 95% at any point during the science run, then those individual frequency bins were vetoed and no longer used for scientific processing. Similar criteria were applied for the correlation between the antenna and the signal detectors. Another criterion was to reject frequency ranges less than 100 kHz due to the lack of response from the high frequency chain and seismic noise at low frequencies. The total amount of vetoed bins during this run was less than 1% of the 65,536 frequency bins spanning 0-25 MHz.42
II.12 Coherence Tests between Interferometers

We have designed and verified that the Holometer is perfectly in phase. A gravitational wave signal will stretch and squeeze both interferometers by the same amount at the same instance in time. What that corresponds to in terms of the measurement, is a positive correlation along the real axis of the CSD. It is possible that there is an added phase delay introduced due to the separation of the two interferometers. In the design, the separation between the two interferometers is small (0.635 m) compared with the length of the instrument (39.06 m). We have done a series of measurements to test the phase coherence from the input of the interferometers through the digitizers. A test of the interferometer coherence was performed before the science run by phase modulating the input beam before it was sent through the interferometer which converts that signal into a detectable amplitude modulation. A test of signal detector coherence was performed during data acquisition, a continuous 13 MHz LED drive was split and sent through both signal detectors. Another test of signal detector coherence was performed during data acquisition, where an LED was driven with a sine wave across many different frequencies to measure the frequency dependent coherence. This test was designed to simulate the signal strength we were looking for (a small amplitude signal under a bunch of noise), therefore the amplitude of the LED signal was small and a large white noise background was produced with an incandescent bulb. A test of digitizer coherence was performed before data acquisition by driving white noise generated from an amplifier. All of these tests verified that below 15 MHz, the coherence between the interferometers throughout the data
acquisition pipeline was >99%.
Figure 5 Optical set-up of a simple Michelson Interferometer (panel a), a Fabry-Perot interferometer (panel b) and a Power-recycled Michelson interferometer (panel c). In panel a, the Michelson interferometer has an input laser that interacts with a beamsplitter which reflects half of the light upwards towards an end mirror and transmits the other half of the light towards the end mirror on the right. Both end mirrors reflect light back towards the beamsplitter where the light recombines. Any out-of-phase light exits the interferometer at the bottom of the figure at the output port. Any in-phase light returns back towards the laser. In panel b, the Fabry-Perot interferometer has an input laser that transmits light through the first mirror. The light continues towards the end mirror on the right where it is reflected back towards the input mirror. The light reflects back and forth between the two mirrors. By adjusting the distance of the mirrors to be an integer number of wavelengths, the Fabry-Perot interferometer can be used to resonantly enhance the input laser power. Light exits the interferometer through losses at either mirror. In panel c, the Power-recycled Michelson interferometer combines both the Michelson interferometer and the Fabry-Perot interferometer. In this interferometer, the input laser transmits through the power-recycling mirror, which is essentially the same as the input mirror described for the Fabry-Perot interferometer. The light reflects and transmits off the beamsplitter then reflects back off the end mirrors in the same way as described for the simple Michelson interferometer. The out-of-phase light continues to exit the interferometer in the same way as before. However, the in-phase light is now reflected back into the interferometer by the power-recycling mirror. By adjusting the distance to both end mirrors at the same time, this acts in the same way as described for the Fabry-Perot interferometer. The light is now resonantly enhanced which increases the amount of power in the Michelson interferometer and increases the sensitivity to the difference in arm lengths.
Figure 6 This is a layout of the Holometer from the input lasers to the computers used to process the data. This figure consists of two identical systems of lasers, interferometers and detectors. Additionally, there is an antenna that is used to measure the ambient RF environment. The optical path begins at the laser which is sent towards the power-recycled Michelson interferometers. Less that 1% of the input light is sent into monitors which measure the laser phase and amplitude noise. The light enters the interferometers and follows a path that has been described in Section II.3. The light exits the interferometer and is sent into two signal detectors per interferometer. A 13.06 MHz signal drives two LEDs to measure the coherence between the signal detectors during data acquisition, which will be described in Section II.12. The signals from the interferometer detectors, laser monitors and antenna are sent into 4 separate analog-to-digital digitizers. The antenna was constantly being monitored while the laser monitors were switched through due to the limited number of channels available in the digitizers (as described in Section II.10) The signals from each digitizer is sent through a 40 meter optical cable to a 32-core processor computer that performs that Fast-Fourier transform calculations.
Figure 7 Outline of the data acquisition pipeline from digitizing the detector voltage fluctuations to the information stored in the final data file. This figure outlines the measurements from two channels however this applicable to all 8 channels that are used in the full analysis. In Step 1, the voltage from the detectors in channel a and channel b are sampled at 50 MHz to produce separate time streams of 65,445 individual voltage measurements during 1 millisecond. After 1 millisecond, a Fourier transform is performed on each channel to give the amplitude and phase for each channel, $A_a(e^{i \theta_a})$ and $A_b(e^{i \theta_b})$. In Step 2, the power- and cross-spectral densities as a function of frequency are calculated for each channel and have units of V$^2$/Hz. The power-spectral densities for channel a and b are $C_{aa} = |A_a|^2$ and channel b is $C_{bb} = |A_b|^2$, respectively. The cross-spectral density across channel a and channel b are $C_{ab} = A_a A_b e^{i(\theta_a - \theta_b)}$. In Step 3, each 1 millisecond power and cross-spectral density is averaged together. In Step 4, each of the 1 second power- and cross-spectral density are GPS timestamped at nanosecond precision and recorded throughout the entire integration.
CHAPTER III

ANALYSIS-STOCHASTIC GRAVITATIONAL WAVE BACKGROUND

III.1 Stochastic Gravitational Wave Background

To date, direct constraints on the Stochastic Gravitational Wave Background (SGWB) are in the $10^{-9}$ to $10^{-7}$ Hz range from pulsar timing arrays and in the $10^0$ to $10^4$ Hz range from kilometer scale interferometers. In the $10^6$ to $10^7$ Hz range, the Holometer will make the first direct limits using decameter scale interferometers.

The constraints by LIGO and Virgo are done by cross-correlating different pairs of interferometers. The first generation of LIGO detectors consisted of 3 kilometer scale interferometers. Two of the interferometers are based at Hanford, Washington (H1-4km and H2 - 2km) while the third interferometer is based in Livingston, Louisiana (L1-4km). Virgo is a 3km interferometer based in Pisa, Italy. The LIGO-Virgo measurement was performed using data while all 3 detectors (H1, L1 and Virgo) were coincidently operating. The LIGO H1-H2 measurement was performed using the two co-located interferometers. This Holometer analysis parallels the measurement using the LIGO H1-H2 pair.

The advantage of utilizing interferometers that are closely separated is the increased sensitivity from phase coherence of the measurement. The pairs such as LIGO H1-L1 or LIGO-Virgo lose sensitivity to SGWB from the decoherence of the signal as it propagates over large distances. What is vitally important for using co-located
interferometers is proper accounting of the environmental noise that contaminates the signal.

One of the main differences between LIGO and the Holometer is the scientific frequency range. This plays an important role in what the dominant noise sources are. In the LIGO band, each interferometer is dominated by noise sources such as acoustic, seismic, Newtonian gravitational gradient noise, thermal coating noise, radiation pressure and photon shot noise. In the first generation of the LIGO detectors, they were able to suppress roughly 9 orders of magnitude of noise around 200 Hz with complex pendulum systems for their optics. In the second generation, they were able to gain another order of magnitude in sensitivity. The acoustic, seismic and Newtonian gradient noise is correlated noise while the other noise sources such as thermal coating noise, radiation pressure and photon shot noise are uncorrelated. In the Holometer band, each interferometer is dominated by noise sources such as radio frequency interference (RFI), photon shot noise, laser amplitude and phase noise. The only common source of noise is the RFI contamination which is only in a few narrow frequencies bins while the photon shot noise, laser amplitude and phase noise are uncorrelated.

In the analysis performed both for LIGO H1-H2, a few of the “cleanest” frequency ranges were selected and extensive studies employing the environmental monitors were performed. In this Holometer analysis, a broader range of frequencies can be selected because the only contaminating noise is in narrow frequency bands that are vetoed (Section II.11.2). Another difference to point out between the two experiments is
that LIGO stores their time-series data whereas the Holometer only stores frequency domain data as discussed in Section II.7. The initial design of the Holometer was to look for a broadband background noise which did not require analysis in the time domain. Additionally, due to the Holometer’s high sampling rate the time series data would produce a few Tb of data per hour. The data acquisition system was developed to do real-time spectral density calculations that significantly decreases the amount of data needed to be stored per hour. Therefore, this analysis will be done exclusively in the frequency domain.

III.2 Cross-correlation technique

Cross-correlation is a powerful technique when searching for signals that are much smaller than the background noise of a single detector. The advantage is that the amplitude of the signal stays constant while the uncorrelated background noise reduces at square root of the number of samples.

If we are looking for a signal, $h$, that would appear common in two detectors ($S_a$ and $S_b$), we can write down the measurement in each detector as a linear combination of the signal and the noise for each detector, $N$.

$$5 - \text{minute} S_a = h + N_a \quad (6)$$

$$S_b = h + N_b \quad (7)$$

Both the signal and the noise are complex vectors which can be rewritten as the
amplitude and the phase ($|h|e^{i\theta_h}$ and $|\mathcal{N}|e^{i\theta_N}$). To compute the cross-correlation, we take the signal from channel $a$ multiplied by the complex conjugate of channel $b$ which is $S_a S_b^*$. Writing out the full expression, we have cross terms between the signal and the noise. These terms are neglected because the signal is much smaller than the noise and this product will contribute much less than the product of the two noise terms. Additionally, there is no expected correlation between the signal and the noise. Taking this into account the cross correlation between the two channels is

$$S_a S_b^* \approx |h|^2 + |\mathcal{N}_a||\mathcal{N}_b|e^{i(\theta_{\mathcal{N}_a} - \theta_{\mathcal{N}_b})}$$ (8)

If we take the average of the cross-correlation over many samples, $N_s$, then the average cross correlation expression is

$$<S_a S_b^*>_{N_s} \approx \frac{1}{N_s} (N_s |h|^2 + \sqrt{N_s}|\mathcal{N}_a||\mathcal{N}_b|e^{i(\theta_{\mathcal{N}_a} - \theta_{\mathcal{N}_b})}N_s)$$ (9)

where $(\theta_{\mathcal{N}_a} - \theta_{\mathcal{N}_b})_{N_s}$ is the final phase of the noise vectors after many samples. The final result of the average cross-correlation is

$$<S_a S_b^*>_{N_s} \approx |h|^2 + \frac{1}{\sqrt{N_s}}|\mathcal{N}_a||\mathcal{N}_b|e^{i(\theta_{\mathcal{N}_a} - \theta_{\mathcal{N}_b})}N_s$$ (10)

which demonstrates that with an increased number of samples, you can reduce the effects of uncorrelated noise by a factor $\sqrt{N_s}$.

Figure 8 illustrates what is expressed in Equation 10. If the two detectors are perfectly in phase then the signal will appear only on the real axis (green vector).
Figure 8 This figure illustrates the advantage of the cross-correlation technique that averages together many measurements which is summarized in Equation 10. Each individual panel represents a measurement in the complex plane with the x axis being the real axis and the y axis being the imaginary axis. The signal, $h$, is represented by the green vector that is on the real axis. The noise, $N$, is represented as a black vector. In each subsequent measurement, there is a different noise vector drawn from the Gaussian distribution (red cloud). When all of the different measurements are averaged together (final panel), the resultant noise vector is much smaller than each individual measurement. With continued integration the signal can become much larger than the background noise.

For each measurement, the noise (black vector) is drawn from a Gaussian distribution (red cloud) in the complex plane. When you average together many different measurements of the noise, the resultant noise vector in the complex plane is much smaller than a single measurement of the noise. The signal is a real valued term and remains at the same amplitude throughout the averaging whereas the noise vectors follow a random walk throughout the complex plane that results in a factor of $\sqrt{N_s}$ in the averaging.

Another approach to searching for the signal could be done by looking in a single detector alone. Applying the same steps as above in a single channel, the resulting average value would be
\[ < S_a S^*_a >_{N_a} \approx |h|^2 + |\mathcal{N}_a|^2 \]  

(11)

In this approach, there is no added benefit for longer integration times. The noise scales in the same way because you are no longer averaging a complex noise vector. In this case, you would need a very accurate noise model to measure the signal. For example, if you wanted to measure a signal to a precision level of 1% however this signal was 100 times smaller than the noise. This would require an accuracy of the noise model at the $10^{-4}$ level. In the design and implementation of the Holometer, we use the added benefit of the cross correlation technique to search for weak signals.

III.3 Data analysis pipeline: Stochastic background

Section II.7 described the data acquisition pipeline which takes the data sampled from the different channels and stores the power spectral densities (PSD) and cross-spectral densities (CSD) into an hdf5 file. Figure 9 outlines the data analysis pipeline that starts at the 1-second integrated spectra and steps through until the fully integrated spectra for the SGWB search or the RA binned data for the narrow-lined search. This figure shows the PSDs and CSDs of two channels though is a general pipeline that is applicable to all 8 channels.

The first step in data analysis pipeline is the final step outlined in Figure 7 which is the 1-second integrated spectra. $C^{aa}$ and $C^{bb}$ are the power spectral densities of channels $a$ and $b$ while $C^{ab}$ is the cross spectral density across those two channels. Explicitly, the $C^{aa} = |A_a|^2$, $C^{bb} = |A_b|^2$ and $C^{ab} = A_a A_b e^{i(\theta_a - \theta_b)}$ where $A$ is the
amplitude of the Fourier transform and $\theta$ is the angle of the vector in the complex plane. The subscript $i$ indicates the 1-second integration.

The next step is to further integrate the data into 5-minute integrated batches.

The unweighted average of the PSDs are

$$
PSD_{a,5\text{min}} = \sum_{i}^{5\text{min}} \frac{PSD_{a,i}}{N_{1\text{sec-spectra}}}
$$

(12)

$$
PSD_{b,5\text{min}} = \sum_{i}^{5\text{min}} \frac{PSD_{b,i}}{N_{1\text{sec-spectra}}}
$$

(13)

where $PSD_{a,5\text{min}}$ and $PSD_{b,5\text{min}}$ are the 5-minute averaged power spectral densities for channels $a$ and $b$; $PSD_{a,i}$ and $PSD_{b,i}$ are the $i$-th 1-second PSDs for channels $a$ and $b$; and $N_{1\text{sec-spectra}}$ is the number of 1-second spectra used to create the 5-minute average. Similarly, the 5-minute averaged CSDs are defined as

$$
CSD_{axb,5\text{min}} = \sum_{i}^{5\text{min}} \frac{CSD_{axb,i}}{N_{1\text{sec-spectra}}}
$$

(14)

where $CSD_{axb,5\text{min}}$ is the cross-spectral density between channel $a$ and $b$ for 5-minutes of integration; $CSD_{axb,i}$ is the $i$-th 1-second CSD between channels $a$ and $b$; and $N_{1\text{sec-spectra}}$ is the number of 1-second spectra used to create the 5-minute average.

During this step of integration, the error on the cross-spectral densities are computed in the following way

$$
\sigma^2_{axb,5\text{min}} = \frac{PSD_{a,5\text{min}}PSD_{b,5\text{min}}}{N_{1\text{sec-spectra}}}
$$

(15)
where $\sigma^2_{axb,5\text{min}}$ is the error on each 5 averaged minute CSD; $\text{PSD}_{a,5\text{min}}$ and $\text{PSD}_{b,5\text{min}}$ are the 5 minute integrated PSDs defined in Equation 12 and IV.1.1.

Utilizing the 5-minute integration, the data is further analyzed in two separate ways. The left path in Figure 9 is the path taken for the stochastic gravitational wave background search (SGWB) and the right path is taken for the narrow-lined search which will be described in Section IV.1. An unweighted average of the PSDs was calculated in the same fashion as used for the 5-minute integration

$$\text{PSD}_{a,\text{SGWB}} = \frac{1}{N_{5\text{min-spectra}}} \sum_{k}^{130\text{hrs}} \text{PSD}_{a,k}$$

$$\text{PSD}_{b,\text{SGWB}} = \frac{1}{N_{5\text{min-spectra}}} \sum_{k}^{130\text{hrs}} \text{PSD}_{b,k}$$

where $\text{PSD}_{a,\text{SGWB}}$ and $\text{PSD}_{b,\text{SGWB}}$ are the 130 hour averaged power spectral densities for channels $a$ and $b$; $\text{PSD}_{a,k}$ and $\text{PSD}_{b,k}$ are the $k$-th 5-minute PSDs for channels $a$ and $b$; and $N_{5\text{min-spectra}}$ is the number of 5-minute second spectra used to create the 130 hour average.

A weighted average of the CSDs was calculated for the 130 hour integration. This was done to account for variations in the power levels in the interferometers during the full month.

$$\text{CSD}_{axb,\text{SGWB}} = \frac{\sum_{k}^{130\text{hrs}} w_k \text{CSD}_{axb,k}}{\sum_{k} w_k}$$

where $\text{CSD}_{axb,\text{SGWB}}$ is the cross-spectral density between channel $a$ and $b$ for the full 130 hours of data; $\text{CSD}_{axb,k}$ is the $k$-th 5-minute CSD between channels $a$ and $b$; and
$w_k$ is the weight for the k-th 5-minute CSD. The weights for each individual CSD are
the inverse of the variances calculated during the 5-minute integration step

$$w_k = \frac{1}{\sigma_{axb,5min,k}^2}$$  \hspace{1cm} (19)

where $w_k$ is the weight for the k-th 5-minute CSD and $\sigma_{axb,5min,k}^2$ is the variance stated
in Equation 15.

The error on the 130 hour weighted CSD is

$$\sigma_{axb,SGWB}^2 = \frac{1}{\sum_k w_k} \approx \frac{\text{PSD}_{a,SGWB}\text{PSD}_{b,SGWB}}{N_{5min-spectra}}$$  \hspace{1cm} (20)

where $\sigma_{axb,SGWB}^2$ is the error on 130 hour averaged CSD; $w_k$ is the weights on the
k-th 5-minute variance; PSD$_{a,SGWB}$ and PSD$_{b,SGWB}$ are the 130 hour averaged PSDs
for channel a and channel b; $N_{5min-spectra}$ is the number of 5-minute spectra were
used in the integration. In practice, the error on the 130 hour CSD is equal to the
inverse of the sum of the weights $\sum_k w_k$. This accurately represents the changing
interferometer power levels over the course of the month. Calculating the error from
the fully integrated PSDs, $\left(\frac{\text{PSD}_{a,SGWB}\text{PSD}_{b,SGWB}}{N_{5min-spectra}}\right)$, would slightly overestimate the error
because it would not accurately reflect the changing interferometer power level.

The result of averaging over the 130-hour dataset is in Figure 10. Power spec-
tral densities of each interferometer are shown by the green traces and the weighted
averaged cross-spectral density is shown by the blue trace in blue, the error on the
cross-spectral density is shown by the black trace. Not only is the black trace the
error on the CSD, it is a prediction of where the measured CSD should be given
two Gaussian noise source (such as photon shot noise from each interferometer as measured by the PSDs) and the integration time (130 hours). The four orders of magnitude gain in sensitivity exemplifies the advantage of the cross-correlation technique in Section III.2.

III.4 Energy density of Stochastic Gravitational Wave Background

III.4.1 Strain

Strain spectral density is typically the quantity most often discussed in gravitational wave literature, where strain is the change in the arm length over the length of the instrument ($\Delta L/L$). This means transforming the (power- or cross-) spectral density which have units of m$^2$/Hz to the linear strain spectral density $1/\sqrt{\text{Hz}}$. The first step is to convert from (power- or cross-) spectral density into amplitude spectral density (m$/\sqrt{\text{Hz}}$) by taking the square root of the power spectral density. The final step is to divide the amplitude spectral density by the length of the interferometer (39.06 m) to get it into strain spectral density.

Figure 11 is the strain spectral density as a function of frequency from 1-13 MHz of the cross-correlation between the two interferometers (blue trace) and the error (black trace). This frequency range will be used in the energy density, $\Omega_{GW}$, analysis described in Section III.4.2. The low frequency cut off for this range was chosen to avoid the correlated laser noise. The high frequency cut off of 13 MHz was a conservative upper limit that ensures the calibration from volts to meters is still
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valid, avoided the need to account for digitizer sampling decoherence (which becomes at most a 10% effect at 25 MHz), and avoided the 13.06 MHz LED drive signal used during data acquisition to measure the digitizer coherence for all four interferometer signal detectors. Additionally, the concern over the transfer function of gravitational wave signals (see Section IV.1) was relaxed because this search is for a background noise search. Accounting of the high frequency end (above 1.92 MHz) will likely decrease the sensitivity as demonstrated by other gravitational wave detectors. This was not done here though it is entirely possible with future analysis studies.

III.4.2 Energy Density

To compute the energy density, I use a method similar to what was described in the LIGO-VIRGO and LIGO H1-H2 analysis. LIGO time series equations are translated into what is applicable for the Holometer’s frequency domain analysis. The main equations are the energy density \( \Omega \), the predicted strain \( S \), and the error \( \sigma \) as a function of frequency.

LIGO computes the energy density for each individual frequency bin as

\[
\hat{\Omega}_{\alpha,\text{LIGO}}(f) \equiv \frac{2}{T} \frac{\text{Re}(\hat{s}_1^*(f)\hat{s}_2(f))}{\gamma(f)S_\alpha(f)}
\]

where \( \hat{\Omega}_{\alpha,\text{LIGO}}(f) \) is the energy density as a function of frequency for LIGO, \( T \) is the duration of data segments used in the FFT [s], \( \text{Re} \) is the real component of the CSD, \( \hat{s}_1^*(f), \hat{s}_2(f) \) Fourier transforms of the two different detectors measured in strain \([\text{m}^2/\text{m}^2]\) (the product of which is the CSD), \( \gamma \) is the overlap fraction between the two
detectors, \( S_\alpha(f) \) is the predicted strain for stochastic gravitational wave backgrounds that will be defined below in Equation 23, \( \alpha \) is the spectral index which corresponds to either cosmological models (\( \alpha = 0 \)) or astrophysical (\( \alpha = 3 \)) ones.

LIGO is sensitive to both cosmological models of SGWB where sources are generated in the early universe and astrophysical models that are due to unresolved sources stellar remnants from nearby galaxies such as binary black holes, binary neutron stars or other lighter mass ratios binary systems. The term cosmological is for models in the early universe while astrophysical is for models at late times. The Holometer is only sensitive to cosmological models. The comparison will therefore be made between LIGO’s measurements for \( \alpha = 0 \).

LIGO’s analysis pipeline computes the energy density for small FFT batches of 900 seconds worth of data, which is further continued throughout the entire integration. The individual frequency bins are averaged together in the range of 80-160 Hz for the cosmological models. Additional averaging was done from 460-1000 Hz though that was used for analysis for astrophysical models. They analyzed data in “clean” regions which is why it was broken up in this way.

The difference with the Holometer pipeline is that \( \Omega_\alpha \) is calculated for each non-vetoed frequency bin in the 130 hour integrated CSD. This allows for a broader range of frequencies used to measure the energy density. The Holometer version of Equation 21 reduces to

\[
\tilde{\Omega}_{\alpha,\text{HOLO}}(f) \equiv \frac{Re(\text{Strain}_{\text{IFO1xIFO2}})}{S_\alpha(f)}
\]  

(22)
where $\hat{\Omega}_{\alpha,\text{HOLO}}(f)$ is the energy density for the Holometer, $Re$ is the real component of the CSD, $\text{Strain}_{\text{IFO1xIFO2}}$ is the measured strain between interferometer-1 and-2 in $[\text{m}^2/\text{m}^2]$ and $S_\alpha(f)$ is the predicted strain for stochastic gravitational wave backgrounds that will be defined below in Equation 23. The separation between the two interferometers is small (0.635 m) compared to the length of the instrument (39.06 m) which makes the overlap fraction, $\gamma = 1$.

The predicted strain for SGWB is defined as

$$S_\alpha(f) = \frac{3H_0^2}{10\pi^2} \frac{1}{f^3} \left(\frac{f}{f_{\text{ref}}}\right)^\alpha$$ (23)

where $\alpha$ is the spectral index dependent on the origin of the SGWB ($\alpha = 0$ in this analysis), $H_0$ is the Hubble parameter which is a measurement of the expansion rate of the universe ($H_0 = 68 \text{ [km/s/Mpc]}$), $f$ is the frequency, $f_{\text{ref}}$ is some reference frequency determined by the integrated frequency range ($f_{\text{ref}} = 1 \text{ MHz}$ in this analysis). The predicted strain is used identically for both the Holometer and LIGO analysis.

The measurement error used in LIGO’s analysis of the energy density is determined in the following way

$$\sigma^2_{\hat{\Omega}_{\alpha,\text{LIGO}}}(f) \approx \frac{1}{2\Delta T} \frac{P_1(f)P_2(f)}{\gamma^2(f)S_\alpha^2(f)}$$ (24)

where the $\frac{1}{2}$ comes from using the one-sided power spectral densities for each interferometer (the full PSD has negative values which are unphysical), $\Delta T$ is the duration of data segments used in the FFT [s], $P_1(f)$ and $P_2(f)$ is the power-spectral density of LIGO H1 and H2, $\gamma(f)$ is the overlap fraction and $S_\alpha(f)$ is the strain as a function
of frequency as defined in Equation 23.

LIGO’s error estimate is very similar to the way the Holometer error is defined in Equation 20. The analogous features of this error calculation is the product of the power spectral densities divided by the number of samples \( N_s \), which is directly proportional to the integration time \( N_s = T/\tau \) (\( \tau \) is the length of an individual sample). The factor of \( \frac{1}{2\Delta T} \) is to get the error into density units, i.e. dividing by the bandwidth. The error for the Holometer, \( \sigma_{\text{IFO1}x\text{IFO2},\text{SGWB}}^2 \), is already quoted in power spectral density units m\(^2\)/Hz.

The error for the Holometer analysis of the energy density is

\[
\sigma_{\Omega_\alpha,\text{HOLO}}^2(f) \approx \frac{\sigma_{\text{IFO1}x\text{IFO2},\text{SGWB}}^2}{S_\alpha^2(f)}
\]

where \( \sigma_{\Omega_\alpha,\text{HOLO}}^2(f) \), \( \sigma_{\text{IFO1}x\text{IFO2},\text{SGWB}}^2 \) is the error on the cross-correlation between Interferometer-1 and-2 as defined in Equation 20 and \( S_\alpha(f) \) is the strain as a function of frequency as defined in Equation 23.

### III.5 MHz Constraint on Stochastic Gravitational Wave Background

Utilizing the full 130 hours of integration, the Holometer constraints on the energy density, \( \Omega_{GW} \) are plotted in Figure 12. The Holometer 3\( \sigma \) upper limit on the energy density is \( 5.6 \times 10^{12} \) at 1 MHz and goes up to \( 8.4 \times 10^{15} \) at 13 MHz. This limit is much higher than a value of \( \Omega_{GW}=1 \), indirect and direct measurements. A value of \( \Omega_{GW}=1 \) would correspond to the gravitational wave energy density being equivalent to the critical density of the universe. Gravitational waves do not contribute signif-
icantly to the total energy budget of the universe, which has been verified through cosmological probes such as the CMB and the large scale structure. Additionally, this direct measurement is much higher than the indirect measurement from BBN. A large contribution of gravitational waves would effect the abundance of neutral atoms and be inconsistent with the current measurements. This Holometer measurement is much higher than other direct measurements such as LIGO-VIRGO and LIGO H1-H2. The reason is a combination of the $f^{-3}$ dependence of the SGWB predictions, more sensitive individual interferometers and longer integration time. In order to be competitive with any of those other experiments, continuous integration would not be the right solution because it will take $10^{24}$ times longer than the current age of the universe. A major overhaul to the instrument must be done to increase its sensitivity. What this Holometer measurement is capable of constraining is any model that may predict large bursts of gravitational radiation ($\Omega_{GW} \sim 10^{13}$) in a narrow MHz band.
Figure 9 A schematic representation of the data analysis pipeline used in this work. The top panel shows the 1-second integration resolution where $C_{i}^{aa}$ is the cross correlation of channel $a$ with itself at the i-th 1-second spectra, $C_{i}^{bb}$ is the cross correlation of channel $b$ with itself at the i-th 1-second spectra. Both $C_{i}^{aa}$ and $C_{i}^{bb}$ are the power spectral densities of the respective channels. $C_{i}^{ab}$ is the cross correlation of channel $a$ with channel $b$ for the i-th 1-second spectra. The details of this integration step are described in Section II.7. The second panel in this figure shows the 5-minute integration resolution. Each of the i-th 1-second spectra are averaged together to give the power- and cross- spectral densities. The noise in the cross-spectral densities, $\sigma_{axb,5min}^2$, is calculated during this step from the power spectral densities. Utilizing the 5-minute integrated spectra, two different analysis paths were taken. The left panel is used in the stochastic gravitational wave background analysis (SGWB) which averages together the entire 130 hour dataset. The power spectral densities for channel $a$ and $b$ are a straight average of each k-th 5-minute integrated spectra. The cross-spectral densities are weighted averages using the weights calculated in the 5-minute integration step, $1/\sigma_{axb,5min}^2$ that is applied to each k-th 5-minute CSD. The right panel is used for the narrow-lined analysis that splits the data into 24 separate RA bins. Each individual RA bin is averaged together in the same way as described for the SGWB averaging.
Figure 10 Spectral density as a function of frequency for the full integrated 130-hour dataset from 0-25 MHz. The green traces are the power spectral densities for each of the interferometers (Interferometer-1 = dark green, Interferometer-2 = light green). The blue trace is the magnitude of the cross spectral density between Interferometer-1 and Interferometer-2. The black trace is the statistical uncertainty on the cross-spectral density as predicted from the power spectral densities. All of the features in the individual traces are well understood. Below 200 kHz the dominant noise source is seismic activity. From 200 kHz - 1 MHz, the dominant source of noise is laser phase and amplitude noise. From 1 MHz - 25 MHz, the dominant source of noise is photon shot noise. The large spikes at 3.75 MHz and its harmonics are due to laser noise leaking into each interferometer. This happens because the filtering from the Fabry-Perot cavity is insensitive at these frequencies. Another type of noise is the clusters of spikes that begin in the low frequency end (most noticeable at ~ 1 MHz) and have repeated decaying harmonics that are barely noticeable above 15 MHz. These are due to the drumhead modes of the optics in the Michelson interferometer. Studies have verified that each cluster of spikes actually consists of three spikes from the beamsplitter and two end mirrors. This noise source is independent for each interferometer and does not show up in the cross-correlated measurement. The large spike at 13.06 MHz is from two LEDs driven from the same source which is used to verify the coherence of the data acquisition system. The peaks at 22 and 25 MHz are from the phase modulation of the input laser to use for laser frequency stabilization in Pound-Drever-Hall locking. The 4 orders of magnitude gain in sensitivity between the power- and cross- spectral density are from averaging together complex numbers as described in Section III.2.
Figure 11 Strain spectral density as a function of frequency from 1-13 MHz. The blue trace is the magnitude of the cross-spectral density that has been transformed into strain units by taking the square root and dividing by the length of the instrument. This is similar to the blue cross-spectral density trace as described in Figure 10. The black trace is the error on the cross-spectral density in strain units. This error was calculated from the individual power spectral densities as described in Section III.3. The frequency range was chosen to be a region dominated by shot noise. The low frequency cut-off of 1 MHz was chosen to avoid contamination from correlated laser noise. The high frequency cut-off was a conservative upper limit chosen to be below the 13.06 MHz LED signal. It is possible to go to higher frequencies though sampling noise enters as a non-negligible source of noise that needs to be accounted for.
Figure 12 Experimental constraints on the energy density of the stochastic gravitational wave backgrounds, $\Omega_{GW}$, as function of frequency. This is similar to Figure 2 as described in Section I.3.2. For reference, the solid grey line at $\Omega_{GW}=1$ is when the energy density of gravitational waves is equal to the critical density for a spatially flat universe. The Holometer measurement (solid pink line) is the first direct upper limit of MHz gravitational waves in the MHz frequency range. The resulting constraint is much higher than the indirect measurements from BBN (light green dotted line) and CMB (blue dotted line) along with the direct measurements from LIGO H1-H2 (purple). The Holometer measurement is much higher than LIGO’s measurement because their individual interferometers are more sensitive, they have longer integration time, and the frequency dependence of the predicted strain, $S_\alpha$, which scales as $f^{-3}$. In order to be competitive with these other probes, a major overhaul to the Holometer’s sensitivity of the individual interferometers would need to be achieved. Since the Holometer is shot noise limited, the efforts must be invested in increasing the interferometer power.
IV.1 Narrow-lined Gravitational Wave Sources

As discussed in the introduction, it is possible to have very narrow-lined frequency gravitational wave sources, such as primordial black holes. We have defined this search to look specifically for monochromatic sources of gravitational waves, which means the sources remain at a constant frequency during the duration of data taking between July 15 - August 15, 2015. This requirement means that the gravitational wave frequency, $f_{gw}$, must not move into the next bin that is 382 Hz higher during the course of a month. This choice was decided because our data is only stored in the frequency domain, which would make time domain template matching impossible. Additionally, this is only one way of doing the analysis in the frequency domain data and an alternative analysis pipeline is discussed at the end of this chapter. Given this choice of searching for monochromatic sources, we rely on the pointing of the instrument to decide on whether a gravitational wave source exists. If a real source exists, the signal of the strain is the highest at some function of RA and then will decay to zero as the earth rotates away from it. However, if we do not see this pattern then this is an unlikely candidate.
IV.1.1 Data analysis pipeline: Narrow-lined Sources

In this analysis, the frequency range utilized for this study is from 1 to 1.92 MHz. Frequencies below 1 MHz are contaminated by correlated laser phase and amplitude noise and thus were avoided. The upper end of this range was chosen to allow use of the long wavelength approximation, as used by other large scale interferometers such as LIGO. This approximation is valid when the wavelength of the source is 1/4th the wavelength of the detector\textsuperscript{45,13,14}. Additional studies for the response function to gravitational wavelengths shorter than this cut off have been done for both ground based gravitational wave detectors and space-based detectors\textsuperscript{46}. In general, the results are that there is a decrease in the sensitivity at shorter wavelengths. For an interferometer of 39.06 meters, the longest full wavelength fits up to 7.68 MHz. Therefore, the long wavelength approximation is valid up to 1.92 MHz in the Holometer’s interferometers. Narrow-lined sources may exist above 1.92 MHz however additional modeling of the response function must be employed.

In the long wavelength approximation, the response of the a gravitational wave detector to different polarizations is seen in Figure 13. This response function depends on the opening angle and orientation on the sky relative to the detector. An important feature to note is that gravitational wave detectors are sensitive to incident gravitational radiation from above and below the detector. This contrasts with standard electro-magnetic telescopes which are only sensitive to incident radiation from above.

For the total 130-hour dataset, I sorted the data into 24 RA bins as seen in Figure 9.
Figure 13 The antenna response function of a gravitational wave detector. Interferometers are omni-directional antennas that are maximally sensitive to gravitational waves incident from both above and below the detector. The sensitivity decreases as incident gravitational waves become aligned with the arms of the detector. The nodes at zero are when the incident waves do not create a response in the interferometer that creates a differential arm length change. Gravitational waves can have two states of polarization (+) and (x). This antenna pattern is the response to both polarizations$^{47}$.

where the right branch of the data analysis pipeline was used for the primordial black hole search. At the beginning of each 5-minute segment, I used the UTC timestamp to convert into RA using the python package, *pyephem*, that accounts for the time of year and the Holometer’s exact location of longitude = -88.27 and latitude = +41.85. Figure 14 shows the exposure as a function of the RA corresponding to what is directly overhead of the Holometer. Each blue point in Figure 14 maps to the top
of the response function in Figure 13 for the Holometer. The variation in exposure time depends on the availability of operators.

Figure 14 Exposure as a function of RA. The 130-hour dataset was split up into 24 RA bins and each dot represents the exposure time in each RA bin. The modulation in the exposure time is only representative of the amount of available operators. The minimum of ~ 3 hours at RA ~ 260 corresponded to midnight while the maximum at 8.75 hours corresponded to ~ 4pm CST. For a discussion about operations improvements to the duty cycle during this run see Section II.9

Starting at the right branch of the data analysis pipeline in Figure 9, a weighted average for each of the interferometers for each of the 24 RA bins is computed using the following equations:
\[
\text{PSD}_{a, \text{RA bin}} = \sum_{k} \frac{\text{PSD}_{a,k}}{N_{5\text{min}\text{--spectra}}}^{\text{T}_{\text{RA bin}}}
\]

\[
\text{PSD}_{b, \text{RA bin}} = \sum_{k} \frac{\text{PSD}_{b,k}}{N_{5\text{min}\text{--spectra}}}^{130\text{hrs}}
\]

where \(\text{PSD}_{a, \text{RA bin}}\) and \(\text{PSD}_{b, \text{RA bin}}\) are averaged power spectral densities for channels \(a\) and \(b\), \(\text{T}_{\text{RA bin}}\) is the amount of integration time for that RA bin, \(\text{PSD}_{a,k}\) and \(\text{PSD}_{b,k}\) are the \(k\)-th 5-minute PSDs for channels \(a\) and \(b\) as defined in Equations 12 and 14, and \(N_{5\text{min}\text{--spectra}}\) is the number of 5-minute spectra in the integration time for that bin, \(\text{T}_{\text{RA bin}}\).

A weighted average of the CSDs was calculated for each of the 24 RA bins. This was done to account for variations in the power levels in the interferometers during the full month.

\[
\text{CSD}_{a_{xb}, \text{RA bin}} = \frac{\sum_{k}^{\text{T}_{\text{RA bin}}} w_{k} \text{CSD}_{a_{xb},k}}{\sum_{k} w_{k}}
\]

where \(\text{CSD}_{a_{xb}, \text{RA bin}}\) is the cross-spectral density between channel \(a\) and \(b\), \(\text{T}_{\text{RA bin}}\) is the amount of integration time for that RA bin, \(\text{CSD}_{a_{xb},k}\) is the \(k\)-th 5-minute CSD between channels \(a\) and \(b\), and \(w_{k}\) is the weight for the \(k\)-th 5-minute CSD. The weights for each individual CSD are the inverse of the variances

\[
w_{k} = \frac{1}{\sigma_{a_{xb},5\text{min},k}^{2}}
\]

where \(\sigma_{a_{xb},5\text{min},k}^{2}\) is the variance stated in Equation 15.
The error on weighted CSD for each RA bin is

\[ \sigma_{\text{axb,RA bin}}^2 = \frac{1}{\sum_k w_k} \approx \frac{\text{PSD}_{a,\text{RA bin}} \text{PSD}_{b,\text{RA bin}}}{N_{5\text{min-spectra}}} \]

(30)

where \( \sigma_{\text{axb,RA bin}}^2 \) is the error on averaged CSD, \( T_{\text{RA bin}} \) is the amount of integration time for that RA bin, \( w_k \) is the weights on the k-th 130-hour variance, \( \text{PSD}_{a,\text{RA bin}} \) and \( \text{PSD}_{b,\text{RA bin}} \) are averaged PSDs for channel a and channel b 5-minute \( N_{5\text{min-spectra}} \) is the number of 5-minute spectra were used in the integration time for that bin (\( T_{\text{RA bin}} \)).

In practice, the error on the 130-hour CSD is equal to the inverse of the sum of the weights \( \sum_k w_k \). This accurately represents the changing interferometer power levels over the course of the month. Calculating the error from the fully integrated PSDs, \( \left( \frac{\text{PSD}_{a,\text{RA bin}} \text{PSD}_{b,\text{RA bin}}}{N_{5\text{min-spectra}}} \right) \), would slightly overestimate the error because it would not accurately reflect the changing interferometer power level.

In this part of the analysis, it is important to stress that the cross-spectral density is a complex valued function. This means that each frequency bin has both a real and imaginary component. Section III.2 contains a derivation of the cross-correlation technique and Figure 8 illustrates the effect of averaging many measurements in the complex plane that was defined in Equation 10. If there is a real gravitational wave signal then it will lie on the real axis in every instance of the measurement (as seen as the green vector in Figure 8). On the other hand, noise will be drawn from a Gaussian distribution in the complex plane (black vector is the noise and red cloud is the Gaussian distribution). During integration, the repeated measurements reduce the final noise vector (last panel in Figure 8). In the design and implementation of the
Holometer, we have ensured that the measurement of the output of the interferometers are perfectly in phase as described in Section II.12.

Therefore, if a gravitational wave signal did exist it would be measurable in the real component of the CSD for each frequency bin. The real axis would have the signal and the projection of the noise vector onto the real axis. The imaginary axis is only a measure of the noise (because our instruments are in phases). The imaginary component gives an independent measure of the noise distribution.

The resultant 24 integrated spectra for the real and imaginary components of the CSD are shown below. Figure 15 is the spectral density for the real component of the CSD and Figure 16 is the imaginary component for the first RA bin. All of 24 spectra for real and imaginary components are plotted in Figures 17 and 18.

To verify if the error estimate in Equation 30 is correct, a normalized histogram was compared to a Gaussian distribution. Each individual frequency bin’s CSD measurement was normalized by the errors for that frequency bin. The resultant histogram of both the real and imaginary components for the first RA bin is in Figures 19 and 20. The distributions are consistent with a Gaussian distribution described by

\[ \frac{1}{\sqrt{2\pi}} e^{-(x-\mu)^2/2}\sigma^2 \]

where \( \sigma = 1 \), \( \mu = \) the mean of the error over the 1-1.92 MHz range. This mean values averages to zero because of the even distribution of positive and negative numbers above and below zero. The 24 resultant histograms verify that the noise model is consistent for both the real and imaginary components in each of the RA bins as seen in Figures 21 and 22.

To look for gravitational wave candidates, the ratio of the real component of the
Figure 15 Spectral density as a function of frequency for the real component of the cross correlation between Interferometer-1 and Interferometer-2. After the data is split up into 24 RA bins, this is the resultant integrated spectrum for the first bin in the RA range from 0° to 15° where a total of 4.30 hours of exposure was obtained.

CSD with the CSD error for each individual frequency bin was computed. Additionally, the same ratio was computed for the imaginary component. The imaginary component will not have a gravitational wave signal though it provides is an independent dataset to test the error estimate. Figure 23 shows the real ratio for all 24 RA bins and Figure 24 shows the imaginary ratio. Additionally, Figures 23 and 24 verify that the distribution of this ratio across all 24 bins is consistent with a Gaussian distribution of width 1.

We use a signal-to-noise ratio of 4 as our threshold for candidates since our noise
Figure 16 Spectral density as a function of frequency for the imaginary component of the cross correlation between Interferometer-1 and Interferometer-2. This is similar to Figure 15 though it is the imaginary component of the same complex valued cross-spectral density. This is the resultant integrated spectrum for the first bin in the RA range from 0° to 15° where a total of 4.30 hours of exposure was obtained.

The model is very well understood and can be described with a cross-correlation noise model described in Section III.3. This signal-to-noise threshold is lower than LIGO uses for their searches because they operate in regime where there are many more noise source that can potentially inject intermittent spikes of noise that would be consistent with the signals they are looking for.47

All the points both above and below 4 sigma are consistent with a normalized Gaussian distribution. There are 2,396 individual frequency bins within the range from 1-1.92 MHz. Accounting for the 24 instances of this ratio, we expect to find
Figure 17 All 24 spectral densities as a function of frequency for the real component of the cross correlation between Interferometer-1 and Interferometer-2. The 130 hours of data were split up into 24 RA bins of width 15° that start at 0° and end at 360°. The exposure time in each bin varied from a minimum exposure time of 3.03 hours to a maximum of 8.10 hours of exposure as seen in Figure 14. The spectra are consistent with one another. The only noticeable variation is a reduction in the fluctuations about zero with increased integration time, which is as expected.

3.64 bins above and below 4 sigma. For the real component ratio, we find there are 4 such points while for the imaginary ratio there are 8 frequency bins within this range. While the real frequency bins are perfectly consistent with my prediction, the imaginary bins were twice as high. We ran a Monte Carlo set of many realizations of 57,504 numbers drawn from a Gaussian and find that the likelihood of getting 8 points higher than +4σ or lower than +4σ is 3%.
Figure 18 All 24 spectral densities as a function of frequency for the imaginary component of the cross correlation between Interferometer-1 and Interferometer-2. This is similar to Figure 17 though it is the imaginary component of the same complex valued cross-spectral density. The 130 hours of data were split up into 24 RA bins of width 15° that start at 0° and end at 360°. The exposure time in each bin varied from a minimum exposure time of 3.03 hours to a maximum of 8.10 hours of exposure as seen in Figure 14. The spectra are consistent with one another. The only noticeable variation is a reduction in the fluctuations about zero with increased integration time, which is as expected.

A potential gravitational wave candidate could still be there though would be consistent with a Gaussian distribution. The test is to plot the amplitude of the CSD signal as function of RA. If this is a real astrophysical source then the amplitude of the CSD will be high in a few consecutive RA bins while being consistent with zero in other bins. Candidates with an SNR above 4 in the real component ratio were
followed up individually. A total of 2 candidates were looked at individually as seen in Figures 25 and 26. The y axis is in power \([m^2]\) rather than power spectral density \([m^2/Hz]\) because this is a single frequency bin. To convert between the two the bin width of 382 Hz was multiplied to the CSD components.

These two candidates each have a spike in one of the 24 bins though the rest of the bins are consistent with noise centered about zero. Due to the fact that both the real and imaginary components are high at the same bin suggests that there could be some coherent noise (potentially electrical) at that particular hour.

For comparison, one of the imaginary candidates that was flagged above 4 sigma is plotted in Figure 27. It is clear that there was just a random fluctuation in one RA bin while the other RA bins do not exhibit any trends consistent with a gravitational wave signal.

## IV.1.2 Results: Primordial Black Hole Binary Constraints

In the Introduction, we discussed mechanism that could produce primordial black holes in the early universe. In this section, we will talk about the Holometer constraints on primordial black hole binary pairs.

A prediction from General Relativity is that two objects orbiting one another will radiate away energy in the form of gravitational radiation. This energy is carried away as gravitational waves. The frequency of gravitational waves, \(f_{gw}\), depends on the mass (that will be described below) and the orbital period \(P_{\text{orb}}\) \((f_{gw} = \frac{1}{2P_{\text{orb}}})\). Additionally, our ability to detect them on earth depends on the distance to the
A description of the evolution of a binary system that starts out in Keplerian orbit and radiates away gravitational radiation will be described below. The orbit of the system initially is described by Kepler’s Third Law $P_{\text{orb}}^2 = \frac{4\pi^2}{G(m_1 + m_2)}$, where $P_{\text{orb}}$ is the orbital period, $G$ is the Newtonian gravitational constant and $m_1$ and $m_2$ as the masses of the system. As gravitational radiation is lost, the orbital period changes as $\frac{\Delta P_{\text{orb}}}{\Delta t} \propto \Delta f_{\text{gw}} \Delta t$. This change is what moves the binary through three stages from inspiral to merger then finally to the ring-down as seen in Figure 28. This figure is the theoretical modeling of the detected gravitational wave signal, GW150914, which was a 28 and 35 $M_\odot$ black hole binary that merged in the LIGO frequency band.\textsuperscript{4} To describe the transition between these different stages, the change in the gravitational wave frequency is described by\textsuperscript{48;46}

$$\frac{\Delta f_{\text{gw}}}{\Delta t} = \frac{96}{5} \frac{c^3 f_{\text{gw}} G}{G M_c (c^3 \pi f_{\text{gw}} M_c)^{8/3}}$$

\hspace{1cm} (31)

where $c$ is the speed of light, $G$ is the Newtonian gravitational constant and $M_c$ is the chirp mass\textsuperscript{46}. The chirp mass is a combination of the two masses in the system $m_1$ and $m_2$

$$M_c = \frac{(m_1 \times m_2)^{3/5}}{(m_1 + m_2)^{1/5}}$$

\hspace{1cm} (32)

where $M_c$ is the chirp mass and $m_1$ and $m_2$ are each of the masses in the binary system. The chirp mass determines properties of the evolution of the binary system as it radiates gravitational radiation.
This Holometer search is for monochromatic sources, which are binary pairs in the inspiral phase that do not change their gravitational frequency by a detectable amount during our 1 month of data acquisition. Given this constraint, the chirp mass of a binary system that has evolved undetectably in frequency over the time of integration can be found by solving for the chirp mass in Equation 31

\[
M_c = (\alpha f_{gw}^{-11/3} \frac{\Delta f_{gw}}{\Delta t})^{3/5}
\] (33)

where \(\alpha\) is the constants \(\frac{5}{96} \frac{1}{\pi^{8/3}} (\frac{c}{G^{2/3}})^5\). To enforce the statement that the binaries do not evolve detectable in frequency over the integration time, we set \(\Delta f\) equal to 382 Hz which is the width of each frequency bin and \(\Delta t\) equal to 1 month. This gives the following relationship for chirp mass

\[
M_c = (\alpha f_{gw}^{-11/3} \frac{382 \text{ Hz}}{1 \text{ month}})^{3/5}
\] (34)

In this monochromatic search, Figure 29 shows the maximum masses of the binary systems as a function of frequency from 1 - 1.92 MHz that the Holometer is sensitive to.

To figure out how far out into the universe we can see these objects, we use the horizon distance relationship\(^{48,46}\)

\[
D = \frac{\beta}{\rho \ h_{f_{gw}}^{det}} M_c (\pi f_{gw} M_c)^{2/3} \sqrt{T_{obs}}
\] (35)
where $\beta$ is the constants $\frac{G^{5/3}}{c^{4}}(\frac{\pi^{2}}{2})^{1/3}$, $\rho$ is the signal-to-noise ratio, $T_{\text{obs}}$ is the observing time and $h_{f_{gw}}^{\text{det}}$ is the strain of detector at the frequency $f_{gw}$. The signal-to-noise ratio used in this search was set to 4 as described in Section IV.1.1.

Figure 30 shows the horizon distance for different values of strain and observing times. The blue trace corresponds to the distance calculated based on the RA bin with the least amount of exposure (3 hrs) and the measured strain value. This trace would correspond to a lower limit on the distance given the amount of observations. The green trace corresponds to the RA bin that has the most amount of exposure (8hrs) which would correspond to a further distance probed. During observations, measurements were taken at all parts of the sky which means that the green trace is representative of how far out we can probe with these binary systems. For reference, the distance from the earth to the international space station (solid gray trace) and the distance from the earth to the moon (dotted trace) are shown. If we had 130 hours of data in each RA bin, how much further would we be able to probe? Given the strain sensitivity in the stochastic gravitational wave background search (Section III.4.1), the distance probed is further though does not quite reach the boundary of the moon’s orbit (magenta trace).

We report a null result PBH binaries with masses $8.3 \times 10^{20} - 3.48 \times 10^{21}$ between the earth to the moon. This is the first constraint of primordial black hole binaries in this distance range. As stated in the Introduction, this mass range for primordial black holes is poorly constrained and this offers a new technique to search in this mass range. This is the most conservative estimate for PBH pairs that can be tested with
this dataset and alternative analysis paths will be presented below in Section IV.1.3.

### IV.1.3 Alternative Analysis paths

One path would be to average together multiple RA hour bins to increase the sensitivity. We computed this for four of the neighboring RA bins to produce new averaged spectra in the same way described in Section IV.1.1. In the new RA bin averaging, the increased sensitivity for the longest integration gains a factor of 1.3 more than the 8 hour integration measurement. This would improve the horizon distance a little though not significant enough to be outside the distance to the moon. Even if each RA bin had the sensitivity equivalent to the sensitivity of integrating 130-hours, this would still not be sufficient to place constraints outside the range of the moon. Once again, the choice to search for monochromatic sources is what constrains the chirp masses so strongly.

On the optimistic end, given the frequency range we operate in one could ask what is the largest chirp masses we would be sensitive to. Assuming that these are Schwarzschild black holes, i.e. non-spinning black holes, in a Keplerian orbit at a separation that corresponds to their inner most stable orbit then the maximum chirp mass derived would be $10^{-3} - 10^{-4} M_\odot$. The increase in the size of these black holes would increase the horizon distance from the earth-moon orbit out to a 50 - 370 kpc ($1.62 \times 10^{21} - 1.13 \times 10^{22}$ m) for 8 hours of integration in each RA bin. This would encompass primordial black hole binary pairs that live within the Milky Way dark matter halo, which extends out to 300 kpc. It is important to note that in order
to search for these objects, the time series data would need to be recorded. These binary pairs would radiate gravitational radiation quickly and would change their orbital frequency and move into the next frequency bin in a few nanoseconds. These objects would thus not be able to be searched for in the current data acquisition pipeline however it invites an opportunity for future data acquisition designs.

Another potentially viable path for constraining larger mass binary pairs would be to use this dataset at the 1-second resolution. Rather that starting from the constraint of $\Delta f/\Delta t > 382 \text{ Hz/1 month}$, the new constraint would be $\Delta f/\Delta t > 382 \text{ Hz/1 s}$. Using this method, the derived masses would be 4 orders of magnitude larger, as shown in Figure 31.

The strain sensitivity would be slightly worse because this measurement would use the instantaneous sensitivity of $5 \times 10^{-21}/\sqrt{\text{Hz}}$ rather than the improved limits of integration $7 \times 10^{-22}/\sqrt{\text{Hz}}$ for 8 hours of integration. With all that taken into account, the horizon distance would now be out to the distance to Jupiter as seen in Figure 32. To look for these sources, this would require a frequency stacked analysis that is possible with this dataset.
Figure 19 Normalized histogram (pink) of the real component for each individual frequency bin between 1 - 1.92 MHz as compared to a Gaussian distribution (black) of $\sigma = 1$. This is for the first RA bin from $0^\circ$ to $15^\circ$ with 4.30 hours of exposure. To generate this distribution, the real component of each individual frequency bin was normalized by the error calculated for that bin $\sigma_{1\times2}(f)$. This illustrates that across this frequency range the noise model of $\sqrt{\frac{\text{PSD}_1 \text{PSD}_2}{N_s}}$ is consistent with Gaussian distribution.
Figure 20 Normalized histogram (green) of the imaginary component for each individual frequency bin between 1 - 1.92 MHz as compared to a Gaussian distribution (black) of $\sigma = 1$. This is for the first RA bin from 0° to 15° with 4.30 hours of exposure. To generate this distribution, the imaginary component of each individual frequency bin was normalized by the error calculated for that bin $\sigma_{1x2}(f)$. This illustrates that across this frequency range the noise model of $\sqrt{\frac{\text{PSD}_1 \text{PSD}_2}{N_s}}$ is consistent with Gaussian distribution.
Figure 21 All 24 normalized histograms (pink) of the real component for each individual frequency bin between 1 - 1.92 MHz as compared to a Gaussian distribution (black) of $\sigma = 1$. Figure 19 is the first panel in this grid. This illustrates that all 24 RA bins are consistent with the noise model of $\sqrt{\frac{\text{PSD}_1\text{PSD}_2}{N_s}}$ across this frequency range.
Figure 22 All 24 normalized histograms (green) of the imaginary component for each individual frequency bin between 1 - 1.92 MHz as compared to a Gaussian distribution (black) of $\sigma = 1$. Figure 20 is the first panel in this grid. This illustrates that all 24 RA bins are consistent with the noise model of $\sqrt{\frac{\mathrm{PSD}_1 \mathrm{PSD}_2}{N_s}}$ across this frequency range.
Figure 23 The ratio of the real component of the cross correlation between Interferometer-1 and Interferometer-2 as a function of frequency for all 24 RA bins. Each RA bin consists of 2,396 individual frequency bins within the range from 1-1.92 MHz. This includes a total of 57,504 points and the distribution of which is consistent with a Gaussian of $\sigma = 1$ as seen in the vertical panel. The threshold of 4 was selected to search for potential gravitational wave candidates. There are 2 frequency bins above 4$\sigma$ and 2 frequency bins below 4$\sigma$. This amount is consistent with predictions for a Gaussian distribution with 57,504 points. However, it is still possible that one of the frequency bins could be a gravitational wave source and still be consistent with a Gaussian distribution. The two frequency bins above 4$\sigma$ at 1.19 MHz and 1.80 MHz are selected for follow-up.
Figure 24 The ratio of the imaginary component of the cross correlation between Interferometer-1 and Interferometer -2 as a function of frequency for all 24 RA bins. Each RA bin consists of 2,396 individual frequency bins within the range from 1-1.92 MHz. This includes a total of 57,504 points which are consistent with a Gaussian of $\sigma = 1$ as seen in the vertical panel. There are 2 frequency bins above $4\sigma$ and 6 frequency bins below $4\sigma$. This is slightly higher than predictions for a Gaussian distribution with 57,504 points, however a monte carlo simulation reveals that it is likely to get 8 points 3% of the time.
Figure 25 Power as a function of RA for a single frequency bin with a signal-to-noise ratio greater than $4\sigma$. Since this is a single frequency bin, the cross-spectral density values were multiplied by the frequency bin width (382 Hz) to give the amount of length fluctuations in a single bin. The real (pink) and imaginary (green) components of the cross-spectral density are plotted for RA from $0^\circ$ to $360^\circ$. This gravitational wave candidate was selected based on having a strong signal-to-noise value for the real component in one of the 24 RA bins. This candidate was excluded as a potential source because there was no excess power in neighboring bins to suggest that this is constant gravitational wave source as defined in this search. The fluctuations of the real and imaginary components about zero are consistent with noise for this frequency bin.
Figure 26 Power as a function of RA for a single frequency bin with a signal-to-noise ratio greater than $4\sigma$. Since this is a single frequency bin, the cross-spectral density values were multiplied by the frequency bin width (382 Hz) to give the amount of length fluctuations in a single bin. The real (pink) and imaginary (green) components of the cross-spectral density are plotted for RA from $0^\circ$ to $360^\circ$. This is another gravitational wave candidate that was selected based on having a strong signal-to-noise value for the real component in one of the 24 RA bins. Additionally, this candidate was excluded as a potential source because there was no excess power in neighboring bins to suggest that this is a constant gravitational wave source as defined in this search. The fluctuations of the real and imaginary about zero are consistent with noise for this frequency bin.
Figure 27 Power as a function of RA for a single frequency bin with a signal-to-noise ratio greater than $4\sigma$. Since this is a single frequency bin, the cross-spectral density values were multiplied by the frequency bin width (382 Hz) to give the amount of length fluctuations in a single bin. The real (pink) and imaginary (green) components of the cross-spectral density are plotted for RA from $0^\circ$ to $360^\circ$. For illustration, the same search criteria as done in Figures 25 and 26 was done to select a candidate with an imaginary component greater than $4\sigma$. In a single RA bin, the imaginary component is high however the rest of the bins are consistent with zero as was the case for the other potential candidates.
Figure 28 A numerical simulation of the gravitational wave strain signal as a function of time produced from two in-spiraling black holes. There are three phases of a black hole binary merging system depicted in this figure - inspiral, merger and ring-down. During the inspiral phase, the two black holes are in a stable orbit and radiating away gravitational waves at a constant frequency. As the binary system loses energy due to gravitational radiation, the orbit decreases which results in an increase in the gravitational wave strain frequency. The merger phase is when the separation between the two black holes has become so small that the two black holes merge into a final single black hole. The ring-down phase is when the new large black hole has settled down into a new quiescent state that is no longer producing gravitational waves. In this figure, the strain amplitude was based on the 28 $M_\odot$ and 35 $M_\odot$ as discovered by LIGO in September 14, 2015.\textsuperscript{4}
Figure 29 Chirp mass as a function of frequency for the primordial black hole systems accessible in this search. The derived masses of these binary systems enforce the constraint that the binary systems do not have a detectable change in frequency (382 Hz) during the duration of integration (1 month) (Equation IV.1.2). This search is designed to hunt for binaries that would be in the inspiral phase and not merging into larger black holes. This is a conservative analysis choice and alternative analysis paths are discussed in Section IV.1.3.
Figure 30 A comparison of different horizon distances as a function of chirp mass for a signal-to-noise threshold of 4. For reference, the dotted line shows the distance from the earth to the International Space station, the dashed black line shows the distance from the earth to the moon. The 130-hour dataset is split up into 24 RA bins that results in a minimum integration time of 3 hours and a maximum integration time of 8 hours. The blue trace represents the minimum distance accessible based on the sensitivity from 3 hours of integration. The green trace shows the increased distance for an integration time of 8 hours. Each frequency bin is measured in all 24 RA bins which means that the furthest distance measured with this analysis is the green trace. The increase in distance for extended integration of 130 hours is shown with the pink trace. The full integrated 130-hour sensitivity from Figure 11 is used to calculate this distance. We find that even with the increased integration time, it is unlikely to search for primordial black hole binaries with this method outside the distance to the moon. In Section IV.1.3, alternative analysis paths could increase the horizon distance out to the distance to Jupiter with this dataset.
Figure 31 A comparison of the chirp masses as a function of frequency for the analysis used in search (pink trace) as compared to an alternate analysis procedure (green trace). The alternate analysis procedure changes the duration of no detectable frequency change of the system from 1 month (the entire time it took to acquire 130 hours of data) to 1 second (the shortest interval of stored data). These larger binary masses systems would move into the next frequency bin each second. This would require doing a frequency stacked analysis to look for these systems.
Figure 32 A comparison of the horizon distance as a function of chirp mass for the analysis used in this search (blue and light green traces) as compared to an alternate analysis procedure (dark green trace). For reference, the dotted line shows the distance from the earth to the International Space Station, the dashed black line shows the distance from the earth to the moon and the solid black line shows the distance from the earth to jupiter. The alternative analysis procedure increases the distance by four orders of magnitude as compared to an increased distance gain of one order of magnitude from longer integration (pink trace).
CHAPTER V

CONCLUSIONS

The Holometer is a ground-based gravitational wave detector capable of making measurements in a broadband range of frequencies above 1 MHz. The instrument is a pair of power-recycled Michelson Interferometers built at Fermi National Accelerator Laboratory. Each separate yet identical 40 m interferometer has an instantaneous length sensitivity of $2 \times 10^{-18}$ m/√Hz. This report is on a 130 hour dataset taken between July 15, 2015 - August 15, 2015. With the increased number of samples, this improves the cross-correlated spectral density by two orders of magnitude to $1 \times 10^{-20}$ m/√Hz from 1 - 25 MHz.

The first result is the only direct gravitational wave measurement to date of the stochastic gravitational wave background at MHz frequencies. The Holometer $3\sigma$ upper limit on the energy density, $\Omega_{GW}$, is $5.6 \times 10^{12}$ at 1 MHz and goes up to $8.4 \times 10^{15}$ at 13 MHz. This measurement is much higher than constraints given from the cosmic microwave background and big bang nucleosynthesis that has an integrated $\Omega_{GW}$ measurement $\Omega_{CMB}^{GW} = 10^{-5}$ and $\Omega_{BBN}^{GW} = 10^{-4}$ from $10^{-11} - 10^{15}$ Hz. Measurements from other ground based detectors such as LIGO and VIRGO set a limit of $10^{-4} - 10^{-5}$ in the 100 Hz - 10kHz range. The big difference between our measurement and LIGO’s is their single detector is 3-5 orders of magnitude more sensitive and when cross-correlating across multiple detectors over their observing season they gain another
2 orders of magnitude. Another big hit to this measurement is that we operate in the MHz frequency range where the predicted spectral shape follows a roughly $f^{-3}$ dependence. This contributes a significant difference between the Holometer and LIGO’s measurement.

The second result is there are no detectable non-merging primordial black hole binaries in the mass range $0.7 - 3.5 \times 10^{21}$ g between the earth and the moon. This result was arrived at by splitting the 130 hour Holometer dataset into 24 RA bins from $0^\circ$-360$^\circ$ and looking for excess power above the noise for frequencies between 1-1.92 MHz. A signal-to-noise ratio for each of the 2,396 frequency bins between 1-1.92 MHz was computed. Two candidate frequency bins with a signal-to-noise $\geq 4\sigma$ for the real component were followed up. None of the candidates exhibited any characteristics consistent with a stationary source that would have the strongest signal while the Holometer faced the source and have no signal while facing away from the source. Enforcing that there is no detectable frequency change occurring over the month of integration that limits the mass range and distance to the sources. Utilizing the same dataset, an alternative analysis path to search for merging primordial black holes can extend the mass range up to $0.6 - 2.5 \times 10^{25}$ g. Additionally, this new mass range would increase the distance range out to Jupiter. The least constrained mass range for primordial black holes$^{26}$ is from $10^{20} - 10^{26}$ g and the Holometer dataset opens up a new opportunity to improve measurements in this mass range.
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