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CHAPTER I

INTRODUCTION

Modern digital data processing of functions uses a discrete version of the original function \( f \) (it is also called signal) that is obtained by sampling \( f \) on a discrete set. The question then arises whether and how \( f \) can be recovered from its samples. Therefore, the objectives of research on the sampling problem are two fold. First: Given a class of functions \( V \) on \( \mathbb{R}^d \), find conditions on a sampling set \( X = \{x_j \in \mathbb{R}^d : j \in J\} \), where \( J \) is a countable index set, under which the function \( f \in V \) can be reconstructed uniquely and stably from its samples \( \{f(x_j) : j \in J\} \). Second: Find efficient and fast numerical algorithms that recover any function from its samples on \( X \). In some applications, it is justified to assume that the sampling set \( X \) is uniform, i.e., that \( X \) forms a regular \( n \)-dimensional cartesian grid. For example, a digital image is often acquired by sampling light intensities on a uniform grid. Data acquisition requirements and the ability to process and reconstruct the data simply and efficiently often justify this type of uniform data collection. However, in many realistic situations the data are known only on a non-uniformly spaced sampling set. The following examples indicate that nonuniform sampling problems indeed are applied in science and engineering. Communication theory: When data from uniformly sampled signal (function) are lost, the result is generally a sequence of nonuniform samples. This scenario is usually referred as the missing data problem. Often, missing samples are due to the partial destruction of storage devices, e.g., scratches on a CD. Astronomical measurements: The measurement of star luminosity gives rise to extremely non-uniformly sampled series. Daylight periods and adverse nighttime weather conditions prevent regular data collection (see, e.g., [114] and the references therein). Other examples where nonuniform sampling sets are the following: geophysics [91], spectroscopy [98], general signal/image processing [21, 28, 104, 109], and biomedical imaging [27, 90, 98]. More information about modern techniques for nonuniform sampling and applications can be found in [24].

I.1 Sampling in Paley-Wiener spaces: Bandlimited Functions.

Infinitely many functions can have the same sampled values on \( X = \{x_j\}_{j \in J} \subset \mathbb{R}^d \). For this reason some a priori conditions on \( f \) must be imposed. The standard assumption is that the function \( f \) on \( \mathbb{R}^d \) belongs to the space of bandlimited functions \( B_\Omega \); i.e., the Fourier transform \( \hat{f}(\xi) = \int_{\mathbb{R}^d} f(x)e^{-2\pi i \langle \xi, x \rangle} dx \) of \( f \) is such that \( \hat{f}(\xi) = 0 \) for all \( \xi \in \mathbb{R}^d - \Omega \), where \( \Omega = [-\omega, \omega]^d \) for some \( 0 < \omega < \infty \) (see, e.g., [23, 51, 58, 62, 72] and the review papers [33, 61, 66]). The reason for this assumption is a classical result of Cauchy rediscovered by Whittaker [116] in complex analysis which states that, for dimension \( d = 1 \), a function \( f \in L^2(\mathbb{R}) \cap B_{[-1/2,1/2]} \) can be recovered exactly from its
samples \( \{ f(k) : k \in \mathbb{Z} \} \) by the interpolation formula

\[
f(x) = \sum_{k \in \mathbb{Z}} f(k) \text{sinc}(x - k),
\]

where \( \text{sinc}(x) = \frac{\sin(\pi x)}{\pi x} \). This series gave rise to the uniform sampling theory of Shannon [95], which is fundamental in engineering and digital signal processing because it allows us to convert analog signals into sequences of numbers which can be processed digitally and converted back to analog signals via (1).

If we take the Fourier transform of (1) and the fact that the Fourier transform of the sinc function is the characteristic function \( \chi_{[-1/2,1/2]} \) it can be shown that for any \( \xi \in [-1/2,1/2] \)

\[
\hat{f}(\xi) = \sum_{k \in \mathbb{Z}} f(k) e^{2\pi i k \xi} = \sum_{k \in \mathbb{Z}} \langle f, e^{i 2\pi \cdot} \rangle_{L^2(-1/2,1/2)} e^{2\pi i k \xi}.
\]

Consequently, the reconstruction by means of the formula (1) is equivalent to the fact that the set \( \{ e^{i 2\pi k \xi}, k \in \mathbb{Z} \} \) forms an orthonormal basis of \( L^2(-1/2,1/2) \). This equivalence between the above orthonormal basis and the reconstruction of a uniformly sampled bandlimited function has been extended to treat some special cases of nonuniformly sampled data. In particular, the results by Paley and Wiener [87], Kadec [71], and others on nonharmonic Fourier bases \( \{ e^{i 2\pi x k \xi}, k \in \mathbb{Z} \} \) can be translated into results about nonuniform sampling and reconstruction of bandlimited functions [23, 62, 89, 94]. Kadec’s theorem [71] states that if \( X = \{ x_k \in \mathbb{R} : |x_k - k| \leq L < 1/4 \} \), then \( \{ e^{i 2\pi x k \xi}, k \in \mathbb{Z} \} \) is a Riesz basis of \( L^2(-1/2,1/2) \); i.e., \( \{ e^{i 2\pi x k \xi}, k \in \mathbb{Z} \} \) is the image of an orthonormal basis of \( L^2(-1/2,1/2) \) under a bounded and invertible operator from \( L^2(-1/2,1/2) \) onto \( L^2(-1/2,1/2) \).

Using the Fourier transform methods, this result implies that any bandlimited function \( f \in L^2(\mathbb{R}) \cap B_{[-1/2,1/2]} \) can be completely recovered from its samples \( f(x_k), k \in \mathbb{Z} \), as long as the sampling set is of the form \( X = \{ x_k \in \mathbb{R} : |x_k - k| \leq L < 1/4 \} \). The sampling set \( X = \{ x_k \in \mathbb{R} : |x_k - k| \leq L < 1/4 \} \) in Kadec’s theorem is just a perturbation of \( \mathbb{Z} \). For more general sampling sets, the work of Beurling [29, 30], Landau [74], and others [25] provides a deep understanding of the one-dimensional theory of nonuniform sampling of bandlimited functions. Specifically, for the exact and stable reconstruction of a bandlimited function \( f \) from its samples \( \{ f(x_j) : x_j \in X \} \), it is sufficient that the Beurling lower density

\[
D^-(X) = \lim_{r \to 1} \inf_{y \in \mathbb{R}} \frac{\text{Card}(X \cap (y + [0,r]))}{r} > 0
\]

satisfies \( D^-(X) > 1 \), where \( \text{Card}(A) \) denotes the cardinality of the set \( A \). On the other hand, if \( f \) is uniquely and stably determined by its samples on \( X \subset \mathbb{R} \), then \( D^-(X) \geq 1 \) [74]. We should emphasize that these results deal with stable reconstructions. This
means that an inequality of the form
\[ \|f\|_p \leq C \left( \sum_{j \in J} |f(x_j)|^p \right)^{1/p} \]
holds for all bandlimited functions \( f \in L^p \cap B_\Omega \). A sampling set for which the reconstruction formula is stable in this sense is called a (stable) set of sampling. This terminology is used to contrast a set of sampling with the weaker notion of a set of uniqueness. \( X \) is a set of uniqueness for \( B_\Omega \) if \( f|_X = 0 \) implies \( f = 0 \). Whereas a set of sampling for \( B_{[-1/2,1/2]} \) has density \( D \geq 1 \), there are sets of uniqueness with arbitrarily small density. See [31, 73] for examples and characterizations of sets of uniqueness.

While the theorems of Paley, Wiener and Kadec about Riesz bases consisting of complex exponentials \( e^{i2\pi x \xi} \) are equivalent to statements about sampling sets that are perturbation of \( \mathbb{Z} \), the results about arbitrary sets of sampling are connected to the more general notion of frames introduced by Duffin and Schaeffer [48]. The concept of frames generalizes the notion of orthogonal bases and Riesz bases in Hilbert spaces and of unconditional bases in some Banach spaces [3, 13, 19, 22, 23, 27, 37, 53, 67].

### I.2 Sampling in Shift-Invariant Spaces

The series (1) shows that the space of bandlimited functions \( B_{[-1/2,1/2]} \) is identical with the space
\[
V^2(\text{sinc}) = \left\{ \sum_{k \in \mathbb{Z}} c_k \text{sinc}(x - k) : (c_k) \in l^2 \right\}.
\]
Since the \( \text{sinc} \) function has infinite support and slow decay, the space of bandlimited functions is often unsuitable for numerical implementations. For instance, the pointwise evaluation
\[
f \mapsto f(x_0) = \sum_{k \in \mathbb{Z}} c_k \text{sinc}(x_0 - k)
\]
is a nonlocal operation, because, as a consequence of the long-range behavior of \( \text{sinc} \), many coefficients \( c_k \) will contribute to the value \( f(x_0) \). In fact, all bandlimited functions have infinite support since they are analytic. Moreover, functions that are measured in applications tend to have frequency components that decay for higher frequencies, but these functions are not bandlimited in the strict sense. Thus, it has been advantageous to use non-bandlimited models that are more amenable to numerical implementation and more flexible for approximating real data [21, 64, 65, 82, 104, 105]. One such example are shift-invariant spaces which form the focus of the next two chapters and are defined in (4) (see page 9 below). Such spaces have been used in finite elements and approximation theory [68, 69, 70] and for the construction of multi-resolution approximations and wavelets [41, 42, 46, 55]. They have been extensively studied in recent years (see, for instance, [13, 68, 69, 70]).
Sampling in shift-invariant spaces that are not bandlimited is a suitable and realistic model for many applications, e.g., for taking into account real acquisition and reconstruction devices, for modeling signals with smoother spectrum than is the case with bandlimited functions, or for numerical implementations [15, 21, 28, 32, 81, 82, 104, 105, 112]. These requirements can often be met by choosing “appropriate” functions. This may mean that these functions have a shape corresponding to a particular “impulse response” of a device, or they are compactly supported, or they have a Fourier transform that decays smoothly to zero at infinity.

I.2.1 Uniform Sampling in Shift-Invariant Spaces

Early results on sampling in shift-invariant spaces concentrated on the problem of uniform sampling [14, 15, 16, 17, 65, 108, 110, 117, 118]. The problem of uniform sampling in shift-invariant spaces shares some similarities with Shannon’s sampling theorem in that it requires only the Poisson summation formula and a few facts about Riesz bases [14, 15]. The connection between interpolation in spline spaces, filtering of signals, and Shannon’s sampling theory was established in [17, 111]. These results imply that Shannon’s sampling theory can be viewed as a limiting case of polynomial spline interpolation when the order of the spline tends to infinity [17, 111]. Moreover, Shannon’s sampling theory is a special case for the interpolation in shift-invariant spaces [14, 15, 115, 118].

In applications, signals do not belong to a prescribed shift-invariant space in general. For instance, in engineering when using the bandlimited theory, the function \( f \) is often forced to become bandlimited before sampling. The idea of this procedure is to multiply the Fourier transform \( \hat{f} \) of \( f \) by a characteristic function \( \chi_\Omega \). The new function \( f_a \) with Fourier transform \( \hat{f}_a = \hat{f} \chi_\Omega \) is then sampled and stored digitally for later processing or reconstruction. The multiplication by \( \chi_\Omega \) before sampling is called pre-filtering with an ideal filter and is used to reduce the errors in reconstructions called aliasing errors. It has been shown that the three steps of the traditional uniform sampling procedure, namely pre-filtering, sampling, and post-filtering for reconstruction, are equivalent to find the best \( L^2 \)-approximation of a function in \( L^2 \cap B_\Omega \) [15, 108]. This procedure generalizes to sampling in general shift-invariant spaces [14, 15, 16, 81, 109]. Indeed, the reconstruction from the samples of a function should be considered as an approximation in the shift-invariant space generated by the impulse response of the sampling device. This allows a reconstruction that optimally fits the available samples and can be done using fast algorithms [109, 110].

I.2.2 Nonuniform Sampling in Shift-Invariant Spaces

The theory of nonuniform sampling in general shift-invariant spaces is more recent [8, 38, 67, 75, 76, 99]. The earliest results in this subject [39, 76] concentrate on perturbation of regular shift-invariant spaces and are therefore similar in spirit to Kadec’s result for bandlimited functions. For the \( L^2 \) case in dimension \( d = 1 \), and
under some restrictions on the shift-invariant spaces, several theorems on nonuniform sampling can be found in [75, 99]. Moreover, a lower bound on the maximal distance between two sampling points needed for reconstructing a function from its samples was given for the case of polynomial splines and other special cases of shift-invariant spaces in [75]. For the general multivariate case $L^p$, the theory was developed in [8, 10], and for the case of polynomial spline shift-invariant spaces, the maximal allowable gap between samples was obtained in [9]. For general shift-invariant spaces, a Beurling density $D \geq 1$ is necessary for stable reconstruction. As in the case of bandlimited functions, the theory of frames is central in nonuniform sampling of shift-invariant spaces, and there is an equivalence between a certain type of frames and the problem of sampling in shift-invariant spaces [9, 67].

I.3 Compressive Sampling

A new theory for signal sampling and reconstruction which has been recently developed by Lu and Do (see [79]), starts from the point of view that signals live in some union of subspaces $\mathcal{M} = \bigcup_{i \in I} C_i$, instead of a single space $\mathcal{M} = C$, for instance, the space of band-limited functions. This new theory is general and extends the classical Shannon sampling theory [95], and sampling signals with finite rate of innovations (see [47, 85]). In the new framework, when there are more than one subspace, the signal model $\mathcal{M} = \bigcup_{i \in I} C_i$ is non-linear and the techniques for reconstructing a signal $f \in \bigcup_{i \in I} C_i$ from its samples are involved and the reconstruction operators are non-linear.

In this new paradigm for signal sampling and reconstruction, the starting point is the knowledge of the signal set $\mathcal{M} = \bigcup_{i \in I} C_i$. Therefore, the first step for implementing the theory is to find the appropriate signal model $\mathcal{M} = \bigcup_{i \in I} C_i$ from a set of observed data $\mathcal{F} = \{f_1, \ldots, f_m\}$. This problem has been solved in [6] for the case of finding a shift-invariant space model $\mathcal{M} = C$ from a set of observed data. For the new sampling paradigm, the problem consists in providing the existence and finding subspaces $C_1, \ldots, C_l$, of some Hilbert space $\mathcal{H}$ that minimize the expression $e(\mathcal{F}, \{C_1, \ldots, C_l\}) = \sum_{j=1}^m \min_{1 \leq i \leq l} \text{dist}^2(f_j, C_i)$ over all closed subsets $C_i$, $1 \leq i \leq l$, belonging to a class $\mathcal{C}$ of subspaces of $\mathcal{H}$ (this problem will be referred as Problem 1). Here $\mathcal{F} = \{f_1, \ldots, f_m\} \subset \mathcal{H}$ is a set of observed data. This problem has been studied in [7] where a necessary and sufficient condition is given in order to guarantee the existence of a solution to Problem 1, and an algorithm for finding a solution to this problem is also provided.

The problem of sampling signals with finite rate of innovation is closely related to the theory of compressive sampling, also known as compressed sensing. In compressive sampling it is proposed to find a vector $z \in \mathbb{C}^d$ from the knowledge of its values $\{y_j = \langle z, \alpha_j \rangle, 1 \leq j \leq p\}$, when a small set of functionals $\{\alpha_j\}_{j=1}^p$ ($p \ll d$) is applied to $z$. Clearly, finding $z$ from the set $\{y_j\}_{j=1}^p$ is ill-posed. Nevertheless, it becomes meaningful if $z$ is assumed to be sufficiently sparse, that is, $z$ has at most $n$ non-zero components with respect to a given orthonormal basis of $\mathbb{C}^d$ ($\|z\|_0 \leq n$),
where \( n \leq 2p \leq d \). Consequently, from the sparsity of \( z \) it follows that \( z \) belongs to some union of subspaces, each of which is generated from exactly \( n \) vectors from the canonical basis of \( \mathbb{C}^d \). This problem has the following matrix formulation: find \( z \in \mathbb{C}^d \) with \( \|z\|_0 \leq n \) from the matrix equation \( y = Az \), where \( A \) is a \( p \times d \) matrix and \( y \) is a given vector in \( \mathbb{C}^p \). A related problem consists in finding an approximation to the vector \( y \) using a sparse vector \( z \), that is, find \( \min_{z \in \mathbb{C}^d} \|z\|_0 \) subject to \( \|Az - y\|_2 \leq \epsilon \), for some given \( \epsilon \). These problems, their analysis, extensions and algorithms for finding their solutions can be found, for instance, in [1, 2, 34, 35, 45, 57, 106].

If in the problems described in the previous paragraph the matrix \( A \) is also to be found together with the set of unknown vectors \( \{z_i\}_{i=1}^m \subset \mathbb{C}^d \), then these problems become the problem of finding a dictionary \( A \) from the data \( \{y_i\}_{i=1}^m \subset \mathbb{C}^p \) obtained by sampling the sparse vectors \( \{z_i\}_{i=1}^m \subset \mathbb{C}^d \), see [1, 2, 57], and the references therein. In this context, the columns of \( A \) are called atoms of \( A \). This problem has a unique solution up to a permutation of the atoms of \( A \) under certain assumptions on the dictionary and the data. Finding the solution to this problem is computationally intractable using exhaustive methods, however the K-SVD algorithm described in [1] provides an efficient search algorithm.

The signal modeling problem as described in Problem 1 is closely related to the dictionary design problem for sparse data described in the previous paragraph. To see this relation, let us formulate the dictionary design as follows: assume that we have a class of \( m \) signals, where \( m \) is a very large number. We want to know whether exists a dictionary such that every signal in the class is a linear combination of at most \( n \) atoms in the dictionary. Certainly, the length of the dictionary should be small compared with \( m \) in order to make this problem realistic and meaningful. Consequently, if for a given set of data such a dictionary exists, then the data can be partitioned into subsets each of which belongs to a subspace of dimension at most \( n \), that is, the subspace generated by atoms that the signal uses in its representation. Conversely, if our class of signals can be partitioned into \( l \) subsets, such that the signals in each subset belong to a subspace of dimension at most \( n \), then choosing a set of generators from each of the subspaces, we can construct a dictionary of length at most \( nl \), with the property that each signal in the class can be represented using at most \( n \) atoms in the dictionary.

The subspace segmentation problem for a set of signals in \( \mathbb{C}^d \) (see [83, 84]) is also related to Problem 1. This problem takes place in the context of segmentation clustering and classification, and consists in finding whether there exist \( l \) subspaces of dimension at most \( n \), such that the signals in the class belong to the union of \( l \) subspaces. The subspace segmentation problem has applications in computer vision, image processing, and other areas of engineering. The method for solving it, known as the Generalized Principle Component Analysis, has been extended to deal with moderate noise in the data [113], and the uniqueness problem has been addressed in [84].

The above problems have connections to the geometry of Hilbert and Banach spaces, non-linear approximation, optimization, and functional analysis. In addition, these problems have applications to signal modeling and segmentation (e.g., face recognition, movement tracking, and DNA sequence comparison [47]).
I.4 Organization

This dissertation has been organized as follows: In Chapter II we consider a very general sampling model where the signal is assumed to belong to a finitely generated shift-invariant space and the sampling is performed on an irregular relatively separated set and is averaged by finite complex Borel measures. The main focus on Chapter II is on describing and quantifying admissible perturbations of the sampling model which may result from altering the sampling set (jitter) (see e.g. [12, 18, 54, 56, 80]), or the averaging sampling measures (measuring devices) or the generators of the underlying shift-invariant space (see e.g., [11, 54, 100]). In Chapter III we study the problem of recovering a signal \( f \), which belongs to a shift-invariant space, from its samples values \( \{g_{x_j}(f)\}_{j \in J} \) using an iterative algorithm which uses the density properties of the sampling set \( X \), the support size conditions of the collection \( \mu \) of measures used to average the signal, and the properties of the generator of the shift-invariant space. Here we show that the sequence of functions generated using the algorithm converges to \( f \) geometrically fast. In [59], [93] and [120], this method was used for iterative reconstruction of band-limited signals, in [4] and [10] it was used for reconstructing functions belonging to shift-invariant spaces, and in [119] it was used for reconstructing signals belonging to a weighted multiply generated shift-invariant spaces. Furthermore, if the sampling set is assumed to be a separated set, then we show that it is also a set of sampling for \( \mu \) and the corresponding shift-invariant space, and we give explicit stability bounds. The stability of the sampling-reconstruction model presented in Chapter III is also analyzed when the samples of a signal are perturbed by noise, and we show that the reconstruction error is continuously controlled by the perturbation of the sampled data \( \{g_{x_j}(f)\}_{j \in J} \). Finally, in Chapter IV, the main goal is to guarantee the existence of a solution (signal model) to Problem 1 in a more general setting, that is, when we are considering a complete metric space \((X, d)\) instead of a separable Hilbert space \( \mathcal{H} \). When \( X \) is a separable Hilbert space \( \mathcal{H} \), we provide sufficient conditions in terms of the weak operator topology in order to guarantee the existence of a solution to Problem 1. Moreover, we also study the problem when we consider a class \( \mathcal{C} \) which is defined in terms of a collection of unitary operators applied to a given convex subset of \( \mathcal{H} \), and we obtain a procedure for constructing particular collections of closed subspaces of \( \mathcal{H} \) for which we a priori know the existence of a minimizer to Problem 1. As a consequence, we obtain the well-known qualitative version of the Eckart-Young Theorem ([49]).
CHAPTER II

ON STABILITY OF SAMPLING-RECONSTRUCTION MODELS

Images are often modeled as real valued functions on $\mathbb{R}^2$. Typically, a class of images is a subspace of $L^2(\mathbb{R}^2)$ (or $L^p(\mathbb{R}^2)$) with some smoothness property, e.g., a bandlimited or spline subspace of $L^2(\mathbb{R}^d)$. Modern image processing schemes proceed in three steps. The first step consists in transforming the image (a function on $\mathbb{R}^2$) into a sequence (a function on $\mathbb{Z}^2$). This process is called sampling, and it uses measuring devices that act on the image to produce the corresponding sequence, e.g., an analog to digital converter, or an MR imaging device. One of the requirements of this conversion is that it must be invertible or nearly invertible, i.e., the image must be fully characterized by the sequence. The inverse process that transforms the sequence back into the image is called the reconstruction and is often the third step in the processing. Image processing algorithms, such as denoising, compression/decompression, etc., are performed between these two steps using digital devices (e.g., computers). In this paper, we concentrate on the sampling and reconstruction steps which are fundamental in any image processing scheme.

The sampling and reconstruction problem includes devising efficient methods for representing a signal (function) in terms of a discrete (finite or countable) set of its samples (values) and reconstructing the original signal from the samples (see e.g., [4, 9, 24, 26, 86, 107] and the reference therein). In this chapter we consider a very general sampling model where the signal is assumed to belong to a finitely generated shift invariant space and the sampling is performed on an irregular relatively separated set and is averaged by finite Borel measures. The main focus of this paper is on describing and quantifying "admissible" perturbations of the sampling model which may result from altering the sampling set (jitter) (see e.g. [12, 18, 54, 56, 80]), or the averaging sampling measures (measuring devices) or the generators of the underlying shift-invariant space (see e.g., [11, 54, 100]).

As recently became customary in sampling theory (see e.g. [4, 9, 38, 101, 102, 103, 107, 119]), we mesh operator theory techniques and those of shift invariant and Wiener amalgam spaces [52]. The latter provide us with relatively straight-forward proofs while the former allow us to keep in sight our objective. In Section II.2.1 we show that all the properties of our sampling model can be encoded in the sampling operator $U$. The sampling model admits reconstruction if its sampling operator is bounded both above and below. Our first goal is to show that any and all of the small perturbations mentioned above result in a small perturbation of $U$ in the operator norm. This will prove the stability of sampling in our model with respect to those perturbations. Moreover, in some cases, the corresponding estimates we obtain will quantify this stability. Our second goal is to show how the dual frame method can be used to reconstruct signals in our sampling model. Finally, our last goal is to show that the reconstruction error due to the perturbations we describe is controlled continuously by the perturbation errors.
II.1 Description of the sampling model

This section is primarily devoted to introduction of the sampling model we use in this chapter. We also present most of the necessary notation and cite some of the preliminary results that will be used later.

The signals we are studying in this and next chapter are represented by functions $f \in L^p(\mathbb{R}^d)$, for some $p \in [1, \infty]$ and $d \in \mathbb{N}$. Moreover, we assume that $f$ belongs to a shift invariant space

$$V^p(\Phi) = \left\{ \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k : C \in (\ell^p(\mathbb{Z}^d))^r \right\}. \quad (4)$$

Here the superscript $T$ denotes the transpose operation, $\Phi = (\phi^1, \ldots, \phi^r)^T$ is a vector of functions, $\Phi_k = \Phi(\cdot - k)$, $C = (c^1, \ldots, c^r)^T \in (\ell^p(\mathbb{Z}^d))^r$ is a vector of sequences in $\ell^p(\mathbb{Z}^d)$, and $C_k^T = (c^1_k, \ldots, c^r_k)$. Among the equivalent norms in $(\ell^p(\mathbb{Z}^d))^r$ we choose

$$\|C\|_{(\ell^p(\mathbb{Z}^d))^r} = \sum_{i=1}^r \|c^i\|_{\ell^p(\mathbb{Z}^d)}. \quad (5)$$

In order to avoid convergence issues in (4) we assume that the set $\{\phi^1(\cdot - k), \ldots, \phi^r(\cdot - k); k \in \mathbb{Z}^d\}$ generates an unconditional basis for $V^p(\Phi)$. More specifically, we require that there exist constants $0 < m_p \leq M_p < \infty$, such that

$$m_p \|C\|_{(\ell^p(\mathbb{Z}^d))^r} \leq \left\| \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k \right\|_{L^p} \leq M_p \|C\|_{(\ell^p(\mathbb{Z}^d))^r}, \quad \forall C \in (\ell^p(\mathbb{Z}^d))^r. \quad (6)$$

The basis assumption (6) implies that $\{\phi^1(\cdot - k), \ldots, \phi^r(\cdot - k); k \in \mathbb{Z}^d\}$ generates an unconditional basis for $V^p(\Phi)$ and that the space $V^p(\Phi)$ is a closed subspace of $L^p(\mathbb{R}^d)$ (see [10]). For $p = 2$, a basis satisfying condition (6) is called a Riesz basis. A Riesz basic sequence is a Riesz basis for its closed span.

Traditionally, all the functions in $V^p(\Phi)$ are assumed to be continuous. This makes pointwise evaluations and, hence, ideal sampling meaningful. In our case, such an assumption is not always necessary, although, we retain it for technical reasons. More precisely, we add a slightly stronger assumption that all generators $\Phi$ belong to a Wiener amalgam space $(W^1_0)^r$ as defined below. For $1 \leq p < \infty$, a measurable function $f$ belongs to $W^p$ if it satisfies

$$\|f\|_{W^p} = \left( \sum_{k \in \mathbb{Z}^d} \text{ess sup}_{x \in [0,1]^d} |f(x+k)|^p \right)^{1/p} < \infty. \quad (7)$$

If $p = \infty$, a measurable function $f$ belongs to $W^\infty$ if it satisfies

$$\|f\|_{W^\infty} = \sup_{k \in \mathbb{Z}^d} \{\text{ess sup}_{x \in [0,1]^d} |f(x+k)|\} < \infty. \quad (8)$$

Hence, $W^\infty$ coincides with $L^\infty(\mathbb{R}^d)$. It is well known that $W^p$ are Banach spaces [52],
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and clearly $W^p \subseteq L^p$. By $(W^p)^r$ we denote the space of vectors $\Psi = (\psi^1, \ldots, \psi^r)^T$ of $W^p$-functions with the norm

$$
\|\Psi\|_{(W^p)^r} = \sum_{i=1}^r \|\psi^i\|_{W^p}.
$$

The closed subspace of (vectors of) continuous functions in $W^p$ (respectively, $(W^p)^r$) will be denoted by $W^p_0$ (or $(W^p)^r_0$).

In this chapter we are interested in average sampling performed by a vector of measures. We denote by $\mathcal{M}(\mathbb{R}^d) = \mathcal{M}_0(\mathbb{R}^d)$ the Banach space of finite complex Borel measures on $\mathbb{R}^d$. The norm on $\mathcal{M}(\mathbb{R}^d)$ is given by $\|\mu\| = \int_{\mathbb{R}^d} d|\mu|(y)$, i.e., the total variation of a measure $\mu$. By $\mathcal{M}^t(\mathbb{R}^d)$ we denote the space of vectors $\overline{\mu} = (\mu^1, \ldots, \mu^t)^T$ of measures from $\mathcal{M}(\mathbb{R}^d)$ with the norm $\|\overline{\mu}\|_{\mathcal{M}^t} = \sum_{j=1}^t \|\mu^j\|$. The symbols $\mathcal{M}_s(\mathbb{R}^d)$ ($\mathcal{M}^t_s(\mathbb{R}^d)$), $0 \leq s < \infty$, will be used for the subspace of $\mathcal{M}(\mathbb{R}^d)$ ($\mathcal{M}^t(\mathbb{R}^d)$) of all (vectors of) measures $\mu \in \mathcal{M}(\mathbb{R}^d)$ such that $(1 + |x|)^s \in L^1(\mathbb{R}^d, d|\mu|)$, i.e., $\int(1 + |x|)^s d|\mu|(x) < \infty$. By $\mathcal{M}_\infty(\mathbb{R}^d)$ ($\mathcal{M}_\infty^t(\mathbb{R}^d)$) we denote the space of all (vectors of) measures with compact support. Clearly $\mathcal{M}_s(\mathbb{R}^d) \subset \mathcal{M}_r(\mathbb{R}^d)$ for $0 \leq r \leq s \leq \infty$.

For $\mu \in \mathcal{M}(\mathbb{R}^d)$ and $\phi \in L^1(\mathbb{R}^d, d\mu)$, the convolution of the function $\phi$ and the measure $\mu$ is defined by

$$(\phi * \mu)(x) = \int_{\mathbb{R}^d} \phi(x - y)d\mu(y), \quad x \in \mathbb{R}^d.$$  

When we have a vector of finite complex Borel measures $\overline{\mu} = (\mu^1, \ldots, \mu^t)^T$ and a vector $\Phi = (\phi^1, \ldots, \phi^r)^T$ of functions integrable with respect to the corresponding measures, the convolution $\Phi * \overline{\mu}^T$ is the $r \times t$ matrix given by

$$
\Phi * \overline{\mu}^T = \begin{pmatrix}
\phi^1 * \mu^1 & \ldots & \phi^1 * \mu^t \\
\vdots & \ddots & \vdots \\
\phi^r * \mu^1 & \ldots & \phi^r * \mu^t
\end{pmatrix}.
$$

Let $J$ be a countable index set and $X = \{x_j : j \in J\}$ be a subset of $\mathbb{R}^d$. The reconstruction problem in our sampling model consists of finding the function $f \in V^p(\Phi)$ from the knowledge of its samples

$$(f * \overline{\mu})(X) = \{(f * \overline{\mu})(x_j), (f * \mu^1)(x_j), \ldots, (f * \mu^t)(x_j)\}^T_{j \in J}.$$  

When $t = 1$ and $\overline{\mu} = (\delta_0)$, i.e., $\overline{\mu}$ is the Dirac measure on $\mathbb{R}^d$ concentrated at zero, then $(f * \overline{\mu})(X) = \{f(x_j)\}_{j \in J}$ and we obtain the classical (ideal) sampling model. When $d\mu = \Psi dx$, where $\Psi \in (L^1(\mathbb{R}^d))^t$ and $dx$ is the Lebesgue measure on $\mathbb{R}^d$, i.e., $\overline{\mu}$ is absolutely continuous with respect to the Lebesgue measure, then we write $(f * \Psi)(X)$ instead of $(f * \overline{\mu})(X)$, and our model is reduced to the case analyzed in [11].

**Definition 1.** Let $1 \leq p \leq \infty$ and $X = \{x_j : j \in J\}$ be a countable subset of $\mathbb{R}^d$. We say that $X$ is a set of sampling for $V^p(\Phi)$ and $\overline{\mu}$ (or, simply, a $\overline{\mu}$-sampling set for
We say that \( X \) is relatively separated if there exists \( S \in \mathbb{N} \) such that there are at most \( N \) sampling points in every \( d \)-dimensional cube \([0, 1]^d + l, \ l \in \mathbb{Z}^d \).

**Remark 1.** In most of our estimates in the proofs we only use the quantity \( N_p = S^{1/p}, \ p \in [1, \infty) \). In case \( p = \infty \), we have \( N_\infty = 1 \) and the assumption of relative separation may be unnecessary.

**Definition 3.** Let \( \overline{\mu} \in \mathcal{M}(\mathbb{R}^d), \ \Phi \in (W^1_0)^r \) satisfy (6), and \( X = \{x_j, j \in J\} \subset \mathbb{R}^d \) be a relatively separated set. The sampling model is the triple \((X, \Phi, \overline{\mu})\). The sampling model \((X, \Phi, \overline{\mu})\) is called \( p \)-stable if \( X \) is a \( \overline{\mu} \)-sampling set for \( V^p(\Phi) \), \( p \in [1, \infty] \).

Given a \( p \)-stable sampling model \((X, \Phi, \overline{\mu})\) we proceed to define its sampling operator.

**Definition 4.** The sampling operator \( U = U_{(X, \Phi, \overline{\mu})} : (\ell^p(\mathbb{Z}^d))^r \to (\ell^p(J))^t \) is defined by \( UC = (f \ast \overline{\mu})(X) \), where \( f = \sum_{k \in \mathbb{Z}^d} C_k \Phi_k \in V^p(\Phi) \).

We can think of \( U \) as a \( t \times r \) block matrix

\[
U = \begin{pmatrix}
U^{1,1} & \ldots & U^{1,r} \\
\vdots & \ddots & \vdots \\
U^{t,1} & \ldots & U^{t,r}
\end{pmatrix},
\]

where for each \( 1 \leq i \leq r \) and \( 1 \leq l \leq t \) the operator \( U^{l,i} \) is defined by an infinite matrix with entries \( (U^{l,i})_{j,k} = (\phi^l \ast \mu^j)(x_j - k), \ j \in J, \ k \in \mathbb{Z}^d \). The operator norm of \( U \) is given by \( \|U\|_{\text{op}} = \sup_{1 \leq i \leq r} \sum_{l=1}^t \|U^{l,i}\|_{\text{op}} \).

The following proposition shows that all the interesting properties of a sampling model \((X, \Phi, \overline{\mu})\) are, indeed, encoded in the sampling operator \( U \). The proof of this result follows immediately from (6) and (9).

**Proposition 1.** The sampling model \((X, \Phi, \overline{\mu})\) is \( p \)-stable if and only if there exist \( 0 < \eta_p \leq \beta_p < \infty \) such that for all \( C \in (\ell^p(\mathbb{Z}^d))^r \) the sampling operator \( U \) satisfies

\[
\eta_p \|C\|_{(\ell^p(\mathbb{Z}^d))^r} \leq \|UC\|_{(\ell^p(J))^t} \leq \beta_p \|C\|_{(\ell^p(\mathbb{Z}^d))^r}.
\]

**Remark 2.** It is not hard to see how the norm bounds \( \eta_p \) and \( \beta_p \) in the above proposition are related to the sampling bounds \( A_p \) and \( B_p \). Another important observation...
is that $\beta_p$ is controlled by the norms of $\Phi$ and $\overrightarrow{\mu}$ and the separation constant $N_p$. As will be apparent from the auxiliary results in Section II.3.1, we have

$$\|U\|_{p,\text{op}} \leq 2^d N_p \|\overrightarrow{\mu}\|_{\mathcal{M}^r} \|\Phi\|_{(W^1)^r},$$

and, hence, we may assume that $\beta_p \leq 2^d N_p \|\overrightarrow{\mu}\|_{\mathcal{M}^r} \|\Phi\|_{(W^1)^r}$.

The next lemma is typical for perturbation arguments.

**Lemma 1.** Let $(X, \Phi, \overrightarrow{\mu})$ be a $p$-stable sampling model and $U$ be its sampling operator satisfying (10). Let also $(\tilde{X}, \Theta, \overrightarrow{\alpha})$ be a sampling model such that its sampling operator $U_\Delta$ satisfies $\|U - U_\Delta\| < \eta_p$. Then $(\tilde{X}, \Theta, \overrightarrow{\alpha})$ is also $p$-stable.

**Proof.** Let $C \in (\ell^p(\mathbb{Z}^d))^r$. Then $UC$ and $U_\Delta C$ are in $(\ell^p(J))^r$ and

$$\|U_\Delta C\| \leq \|(U - U_\Delta)C\| + \|UC\| \leq \|U - U_\Delta\|\|C\| + \beta_p\|C\|.$$ 

Therefore, since $\|U - U_\Delta\| < \eta_p$, then we have

$$\|U_\Delta C\| \leq (\eta_p + \beta_p)\|C\|. \quad (11)$$

On the other hand, since

$$\eta_p\|C\| \leq \|UC\| \leq \|(U - U_\Delta)C\| + \|U_\Delta C\| \leq \|U - U_\Delta\|\|C\| + \|U_\Delta C\|.$$ 

Hence,

$$(\eta_p - \|U - U_\Delta\|)\|C\| \leq \|U_\Delta C\|. \quad (12)$$

Since $\|U - U_\Delta\| < \eta_p$, the conclusion of the lemma follows from (11), (12), and Proposition 1. \qed

**II.2 Main Results**

In this section we collect the main results of this chapter.

**II.2.1 Admissible perturbations of a sampling model**

In practice, shift invariant spaces are used to model classes of signals that can occur (or that are allowed) in applications. However, often, the functions in a shift invariant space model only give approximations to the signals of interest. Moreover, signal samples are obtained using measuring devices with characteristics that are not fully known, and the measurements reflect local averages rather than exact sample values. Thus, a sampling measure $\overrightarrow{\mu}$ is a model that approximates the characteristics of a
measuring device. Another source of uncertainty is the location of the sampling points \( \{x_j\} \). This type of uncertainty is what is often called jitter error (see e.g., [12, 18] and the references therein). The jitter error can be modeled as a perturbation of the sampling set \( X = \{x_j\} \). The true sampling set is \( \tilde{X} = X + \Delta = \{x_j + \delta_j\} \), where \( \Delta = \{\delta_j\} \in \mathbb{R}^d \).

The following result shows that the sampling operator varies continuously with respect to all of the above parameters. As a corollary, we conclude that sampling models considered in this paper remain stable under the three types of perturbations: 1) a perturbation due to a small change of the generators of the underlying shift invariant space; 2) a perturbation of the vector of measures \( \overline{\mu} \) (uncertainty about the characteristics of the measuring devices); and 3) a perturbation \( \Delta = \{\delta_j\} \in \mathbb{R}^d \) of the set of sampling \( X \) (jitter). We use the standard notation for \( \|\Delta\|_{\infty} = \sup\{\|\delta_j\| : j \in J\} \).

**Theorem 1.** Let \( (X, \Phi, \overline{\mu}) \) be a p-stable sampling model for some \( p \in [1, \infty) \) and \( U \) be its sampling operator. Let also \( (X + \Delta, \Theta, \overline{\alpha}) \) be a perturbed sampling model with the sampling operator \( U_\Delta \). Then for every \( \epsilon > 0 \) there exists \( \epsilon_0 > 0 \) such that \( \|U - U_\Delta\| < \epsilon \), whenever \( \overline{\alpha} \in \mathcal{M}_t^p(\mathbb{R}^d) \), \( \Theta \in (W_1^K)^r \), and

\[
\|\Delta\|_{\infty} + \|\Phi - \Theta\|_{(W_1^K)^r} + \|\overline{\mu} - \overline{\alpha}\|_{\mathcal{M}_t} < \epsilon_0.
\]

Due to Lemma 1 we obtain the following corollary.

**Corollary 1.** Let \( (X, \Phi, \overline{\mu}) \) be a p-stable sampling model for some \( p \in [1, \infty) \). Then there exists \( \epsilon_0 > 0 \) such that the sampling model \( (X + \Delta, \Theta, \overline{\alpha}) \) is also p-stable, whenever \( \overline{\alpha} \in \mathcal{M}_t^p(\mathbb{R}^d) \), \( \Theta \in (W_1^K)^r \), and \( \|\Delta\|_{\infty} + \|\Phi - \Theta\|_{(W_1^K)^r} + \|\overline{\mu} - \overline{\alpha}\|_{\mathcal{M}_t} < \epsilon_0 \). That is, there exist \( 0 < A_p' \leq B_p' < \infty \) such that \( A_p'|f|_{L^p} \leq \|f * \overline{\alpha}(\tilde{X})\|_{(W_1^K)^r} \leq B_p'|f|_{L^p} \), for all \( f \in V^p(\Theta) \), (13) where \( \tilde{X} = X + \Delta \).

**Remark 3.** The proof of Theorem 1 will be established in Section II.3.2 by perturbing some of the parameters of the sampling models while leaving the other unchanged, and then combining the results. For some of these cases, we will provide explicit estimates for \( \epsilon_0 \) and the bounds \( A_p' \) and \( B_p' \). For example, for the case where \( \|\Delta\|_{\infty} = \|\overline{\mu} - \overline{\alpha}\|_{\mathcal{M}_t} = 0 \), we get that

\[
\epsilon_0 = \frac{1}{2} \left( C_p^2 + \frac{4A_p m_p^2}{2^{d}N_p\|\overline{\mu}\|_{\mathcal{M}_t}} - C_p \right),
\]

where \( N_p \) is as in Remark 1 and

\[
C_p = \|\Phi\|_{(W_1^K)^r} + \frac{A_p m_p}{2^{d}N_p\|\overline{\mu}\|_{\mathcal{M}_t}}.
\]
Let \( V \) be a Hilbert space of functions and \( V_p \) a relatively separated ideal set of sampling for \( V^p(\Phi) \). Then there exists \( \epsilon_0 > 0 \) such that \( X \) is a \( V \)-sampling set for \( V^p(\Theta) \), whenever \( \Theta \in (W_0^d)^r \) and \( \| \Phi - \Theta \|_{(W_0^d)^r} < \epsilon_0 \).

Other special cases are analogous to Theorem 3.6 in [12], and [80, Theorem 3.4]. The amplitude error considered in [80, Theorem 3.3] can also be described in the above terms as a perturbation of \( \overline{\mu} = (\delta_0) \) for Corollary 3.

\[ \epsilon_0 > 0 \text{ such that } X \text{ is a } V \text{-sampling set for } V^p(\Theta), \text{ whenever } \Theta \in (W_0^d)^r \text{ and } \| \Phi - \Theta \|_{(W_0^d)^r} < \epsilon_0. \]

**II.2.2 Perfect reconstruction and localized frames**

In this section we show that the standard dual frame method can be used to reconstruct \( f \in V^2(\Phi) \) from its samples. We also obtain a useful modification of the above results using the theory of localized frames developed in [59] (see Definition 8). In the previous section, the number \( p \in [1, \infty] \) was fixed, that is, we stated, for example, that if \( X \) is a \( \overline{\mu} \)-sampling set for \( V^p(\Phi) \), then \( X \) is a \( \overline{\mu} \)-sampling set for \( V^p(\Phi) \) for the same \( p \in [1, \infty] \), as soon as \( \Theta \) is sufficiently close to \( \Phi \) in the appropriate norm. Here, we claim that if \( X \) is a \( \overline{\mu} \)-sampling set for \( V^2(\Phi) \), then \( X \) is a \( \overline{\mu} \)-sampling set for \( V^p(\Phi) \) for all \( p \in [1, \infty] \), as soon as \( \Theta \) is sufficiently close to \( \Phi \), \( \Phi \) satisfies a mild decay condition, and \( \overline{\mu} \) belongs to \( M_s(\mathbb{R}^d) \) for some \( s > d \). It is natural to ask whether one can replace \( V^2(\Phi) \) in the above statement with \( V^q(\Phi) \), for some \( q \in [1, \infty] \). Under certain assumptions the answer is “yes”, but it turns out to be a much harder problem as shown in [5].

**Definition 5.** Let \( \mathcal{H} \) be a Hilbert space of functions and \( V \) a closed subspace of \( \mathcal{H} \). Let \( \{\Psi_{x_j} = (\psi_{x_j}^1, \ldots, \psi_{x_j}^d)^T\}_{j \in J} \) be a countable collection of vectors of functions in \( V \). We say that \( \{\Psi_{x_j}\}_{j \in J} \) is a frame for \( V \) if there exist constants \( 0 < A \leq B < \infty \) such that

\[ A\|f\|_{\mathcal{H}} \leq \|\langle f, \Psi_{x_j}\rangle\|_{(L^2(J))'} \leq B\|f\|_{\mathcal{H}}, \text{ for all } f \in V, \]

where \( \langle f, \Psi_{x_j}\rangle = (\langle f, \psi_{x_j}^1\rangle, \ldots, \langle f, \psi_{x_j}^d\rangle)^T \in \mathbb{C}^d. \)
Remark 4. Notice that the above is not quite the standard definition of a frame in a Hilbert space. This is due to the way we defined the norm in (5). Nevertheless, it is easily seen that \( \{ \Psi_{x_j} \}_{j \in J} \) is a frame for \( V \) according to the above definition if and only if \( \{ \psi_{x_j}^i, i = 1, 2, \ldots, t, j \in J \} \) is a frame for \( V \) according to the standard definition. The frame bounds, however, may be different.

Definition 6. Let \( V \) be a closed subspace of the Hilbert space \( \mathcal{H} \). Let \( \{ \Psi_{x_j} = (\psi_{x_j}^1, \ldots, \psi_{x_j}^t)^T \}_{j \in J} \) be a frame for \( V \). The frame operator associated with the frame \( \{ \Psi_{x_j} \}_{j \in J} \) is the operator \( S : V \to V \) defined by \( S(f) = \sum_{j \in J} \langle f, \Psi_{x_j} \rangle \Psi_{x_j} \), for all \( f \in V \). The (canonical) dual frame \( \{ \tilde{\Psi}_{x_j} \}_{j \in J} \) of the frame \( \{ \Psi_{x_j} \}_{j \in J} \) is the sequence of vectors given by \( \tilde{\Psi}_{x_j} = (\tilde{\psi}_{x_j}^1, \ldots, \tilde{\psi}_{x_j}^t)^T \), where \( \tilde{\psi}_{x_j}^s = S^{-1} \psi_{x_j}^s, 1 \leq s \leq t \).

Remark 5. It is well known that a frame operator \( S \) is bounded, invertible, self-adjoint, and positive [48]. Hence, the canonical dual frame is well defined. There may exist other dual frames but we will refrain from defining the notion.

The next well-known result shows that the dual frame method can be used to reconstruct a function from its samples. First, let us state the following definition.

Definition 7. Let \( J \) be a countable set of index, and \( (\mathcal{B}, \| \cdot \|) \) a Banach space. We shall say that the series \( \sum_{j \in I} g_j \) converges unconditionally in \( \mathcal{B} \) to \( g \), if for every \( \epsilon > 0 \) there exists a finite set \( F = F(\epsilon) \subset J \) such that

\[
\| g - \sum_{j \in I} g_j \| < \epsilon,
\]

for all finite subsets \( I \subset J \) containing \( F \).

Proposition 2. Let \( \Phi \in (W^1_1)^r \), \( \overline{\mu} \in M^4(\mathbb{R}^d) \), and \( X \) be a \( \overline{\mu} \)-sampling set for \( V^2(\Phi) \). Then there exists a sequence of vectors of functions \( \{ \Psi_{x_j} \}_{j \in J} \), which is a frame for \( V^2(\Phi) \) and \( \langle f, \Psi_{x_j} \rangle = \langle f * \overline{\mu} \rangle \langle x_j \rangle \) for all \( f \in V^2(\Phi) \) and \( j \in J \). Moreover, every function \( f \in V^2(\Phi) \) can be recovered from the sequence of its samples \( \{(f * \overline{\mu})(x_j)\}_{j \in J} \) via

\[
f(x) = \sum_{j \in J} (f * \overline{\mu})(x_j) \tilde{\Psi}_{x_j}(x), \tag{14}\]

where \( \{ \tilde{\Psi}_{x_j} \}_{j \in J} \) is the dual frame of \( \{ \Psi_{x_j} \}_{j \in J} \) and the series (14) converges unconditionally in \( V^2(\Phi) \).

The frame \( \{ \Psi_{x_j} \}_{j \in J} \) constructed in the previous proposition will be called a \( (\overline{\mu}, X) \)-sampling frame for \( V^2(\Phi) \). The main idea of this section is to use the fact that if such a frame is localized then it is also a Banach frame [59] for \( V^p(\Phi), p \in [1, \infty) \).

Remark 6. Observe that, in general, the frame operator \( S \) is the product of the analysis operator \( T : V \to (\ell^2(J))^t \), defined by

\[
Tf = \{(f, \Psi_{x_j})\}_{j \in J} = \{(f, \psi_{x_j}^1), \ldots, (f, \psi_{x_j}^t)\}^T_{j \in J}
\]

and its adjoint, that is \( S = T^*T \). Since \( \Phi \) generates a Riesz basis, it is immediate that in case of a \((\overline{\mu}, X)\)-sampling frame, the sampling operator \( U \) can be viewed as the matrix of the analysis operator \( T \) in the the basis generated by \( \Phi \).
Recall that a sequence \( \{\phi^j(-k), \ldots, \phi^r(-k); k \in \mathbb{Z}^d\} \) in a Hilbert space \( \mathcal{H} \) is a Riesz basis for \( \mathcal{H} \) if it is a basis for \( \mathcal{H} \) and if it satisfies Condition (6) for \( p = 2 \). It is well known that the dual basis of a Riesz basis is itself a Riesz basis.

**Definition 8.** Let \( V \) be a closed subspace of the Hilbert space \( \mathcal{H} \). Let \( \{\Psi_{x_j} = \{\psi_{x_j}^1, \ldots, \psi_{x_j}^r\}^T\}_{j \in J} \) be a frame for \( V \), and \( \{G_k = (g_k^1, \ldots, g_k^r)^T\}_{k \in \mathbb{Z}^d} \) be a Riesz basis for \( V \). We say that the frame \( \{\Psi_{x_j}\}_{j \in J} \) is (polynomially) \( s \)-localized with respect to the Riesz basis \( \{G_k\}_{k \in \mathbb{Z}^d} \), if

\[
|\langle G_k, \Psi_{x_j}^T \rangle| \leq C_1(1 + |x_j - k|)^{-s},
\]

and

\[
|\langle \tilde{G}_k, \Psi_{x_j}^T \rangle| \leq C_2(1 + |x_j - k|)^{-s},
\]

for all \( j \in J \) and \( k \in \mathbb{Z}^d \). Here, the constants \( C_1, C_2 > 0 \) are independent of \( j \) and \( k \), \( |\langle G_k, \Psi_{x_j}^T \rangle| = \sum_{i=1}^r \sum_{j=1}^r |\langle g_k^i, \psi_{x_j}^j \rangle| \), \( \{G_k\}_{k \in \mathbb{Z}^d} \) is the dual Riesz basis of \( \{G_k\}_{k \in \mathbb{Z}^d} \), and

\[
|\langle \tilde{G}_k, \Psi_{x_j}^T \rangle| \text{ is defined similarly to } |\langle G_k, \Psi_{x_j}^T \rangle|.
\]

**Remark 7.** Let \( V \) be a closed subspace of a Hilbert space \( \mathcal{H} \). Assume that \( \{G_k = (g_k^1, \ldots, g_k^r)^T\}_{k \in \mathbb{Z}^d} \) is a Riesz basis for \( V \). The dual Riesz basis of the Riesz basis \( \{G_k\}_{k \in \mathbb{Z}^d} \) is the sequence of vectors \( \tilde{G}_k = (\tilde{g}_k^1, \ldots, \tilde{g}_k^r)^T \) satisfying \( \langle \tilde{G}_k, G_l^T \rangle = \delta_{kl} I \), where \( I \) is the \( r \times r \) identity matrix, and \( \delta_{kl} \) is the Kronecker delta. Since a Riesz basis \( \{G_k\} \) is also a frame, \( \tilde{G}_k \) is, in fact, the canonical dual frame for \( \{G_k\} \). In this case it is the unique dual frame.

**Definition 9.** Let \( \Phi = (\phi^1, \ldots, \phi^r)^T \in (W_0^1)^r \subset (L^2(\mathbb{R}^d))^r \) and \( s > d \). We say that \( \Phi \) is an \( s \)-localized Riesz generator for \( \mathcal{V}^2(\Phi) \), denoted \( \Phi \in \mathcal{W}_s \), if

- \( \{\Phi_k = \Phi(-k)\}_{k \in \mathbb{Z}^d} \) generates a Riesz basis for \( \mathcal{V}^2(\Phi) \), i.e., condition (6) holds for \( p = 2 \);

- The components of \( \Phi \) satisfy the decay condition

\[
|\phi^i(x)| \leq C_0^i(1 + |x|)^{-s},
\]

for all \( 1 \leq i \leq r \) and some \( C_0^i > 0 \) independent of \( x \in \mathbb{R}^d \).

**Remark 8.** If \( \Phi \in \mathcal{W}_s \), then (6) holds for every \( p \in [1, \infty) \) (see e.g., [9, 10]).

The following two theorems are the main results of Section II.2.2.

**Theorem 2.** Let \( s > d \), \( \Phi \in \mathcal{W}_s \), and \( \mu \in \mathcal{M}_s(\mathbb{R}^d) \). Assume that \( X \) is a \( \mu \)-sampling set for \( \mathcal{V}^2(\Phi) \), and \( \{\Psi_{x_j}\}_{j \in J} \) is the \((\mu, X)\)-sampling frame for \( \mathcal{V}^2(\Phi) \). Then

- \( X \) is a \( \mu \)-sampling set for \( \mathcal{V}^p(\Phi) \) for all \( p \in [1, \infty] \);

- If \( \{\tilde{\Psi}_{x_j}\} \) is the dual frame for \( \{\Psi_{x_j}\}_{j \in J} \), then

\[
f = \sum_{j \in J} (f * \mu)(x_j)\tilde{\Psi}_{x_j}, \text{ for all } f \in \mathcal{V}^p(\Phi),
\]

where the series converges unconditionally in \( \mathcal{V}^p(\Phi) \), \( p \in [1, \infty) \).
Next, we combine Theorem 2 with the perturbation results of the previous section. The proof is immediate.

**Theorem 3.** Let \( s > d \), \( \Phi \in \mathcal{W}_s \), and \( \overrightarrow{\mu} \in \mathcal{M}_s^t(\mathbb{R}^d) \). Assume that \( X \) is a relatively separated \( \overrightarrow{\mu} \)-sampling set for \( V^2(\Phi) \). Then there exists \( \epsilon_0 > 0 \) such that for every \( \Delta = \{ \delta_j, j \in J \} \), \( \Theta \in \mathcal{W}_s \), and \( \overrightarrow{\alpha} \in \mathcal{M}_s^t(\mathbb{R}^d) \) satisfying \( \|\Delta\|_\infty + \|\Phi - \Theta\|_{(W^1)^*} + \|\overrightarrow{\mu} - \overrightarrow{\alpha}\|_{\mathcal{M}_s^t} < \epsilon_0 \), there exists an \( (\overrightarrow{\alpha}, X + \Delta) \)-sampling frame \( \{\Psi_{x_j}\}_{j \in J} \) for \( V^2(\Theta) \). Moreover,

- \( X + \Delta \) is an \( \overrightarrow{\alpha} \)-sampling set for \( V^p(\Theta) \) for all \( p \in [1, \infty] \).
- If \( \{\tilde{\Psi}_{x_j}\} \) is the dual frame for \( \{\Psi_{x_j}\}_{j \in J} \), then
  \[
  f = \sum_{j \in J} (f \ast \overrightarrow{\alpha})^T(x_j + \delta_j)\tilde{\Psi}_{x_j}, \text{ for all } f \in V^p(\Theta),
  \]
  where the series converges unconditionally in \( V^p(\Theta), p \in [1, \infty) \).

**Remark 9.** The crucial result for the proof of the theorems is Jaffard’s non-commutative extension of the classical Wiener’s Tauberian Lemma (see Theorem 5 in [59]). It states that if an invertible matrix has an off-diagonal decay defined by inequalities similar to (15) and (16), then the inverse matrix has the same off-diagonal decay. There exist other extensions of Wiener’s Lemma which deal with different types of off-diagonal decay (see, for example, [20, 60]). Many of those could be used to obtain results similar to Theorem 3.

**II.2.3 Imperfect reconstruction**

In practice, we know that a perturbation exists because of imperfections of measuring devices, errors, etc. However, we can only estimate this perturbation and may not even know its nature. Here we show that even if we use a model \((X, \Phi, \overrightarrow{\mu})\) for reconstructing a signal from a perturbed model \((\tilde{X}, \Theta, \overrightarrow{\alpha})\) (or vice versa), the reconstruction error depends continuously on the perturbation in the cases studied above.

As before, let \( U \) be the sampling operator for a \( p \)-stable sampling model \((X, \Phi, \overrightarrow{\mu})\) and \( U_\Delta \) be the sampling operator for a perturbed model \((\tilde{X}, \Theta, \overrightarrow{\alpha})\), where \( \tilde{X} = X + \Delta = \{x_j + \delta_j\}_{j \in J} \). The sampling operator \( U_\Delta \) can be thought of as a \( t \times r \) block matrix

\[
U_\Delta = \begin{pmatrix}
U_{\Delta}^{1,1} & \cdots & U_{\Delta}^{1,r} \\
\vdots & \ddots & \vdots \\
U_{\Delta}^{t,1} & \cdots & U_{\Delta}^{t,r}
\end{pmatrix},
\]

where for each \( 1 \leq i \leq r \) and \( 1 \leq l \leq t \) the operator \( U_{\Delta}^{l,i} \) is defined by a bi-infinite matrix with entries \((U_{\Delta}^{l,i})_{j,k} = (\theta^i \ast \alpha^j)(x_j + \delta_j - k), j \in J, k \in \mathbb{Z}^d\).
We let $U^*$ be an operator defined by the following $r \times t$ matrix of operators from $(\ell^p(J)^t$ into $(\ell^p(\mathbb{Z}^d))^r$:

$$U^* = \begin{pmatrix}
(U_1^{1,1})^T & \cdots & (U_1^{1,r})^T \\
\vdots & & \vdots \\
(U_r^{1,1})^T & \cdots & (U_r^{1,r})^T
\end{pmatrix},$$

where for each $1 \leq i \leq r$ and $1 \leq l \leq t$ the matrix $(U_i^{l,i})^T$ is the complex conjugate transpose of $U_i^{l,i}$. If $p = 2$ and $t = r = 1$, then $U^*$ is the Hilbert adjoint of $U$. The operator $(U_\Delta)^*$ is defined similarly. Notice that this definition implies $(U^*)^* = U$. Moreover, $U^*$ is a bounded operator and $\|U^*\|_{p,\text{op}} = \|U\|_{q,\text{op}}$, $\frac{1}{p} + \frac{1}{q} = 1$. Hence, $\|U^*\|_{p,\text{op}} \leq 2^n N_q \|\mu\|_\mathcal{M} \|\Phi\|_{(W^1)^r}$, $\frac{1}{q} + \frac{1}{p} = 1$.

In the next two theorems we shall assume that the operator $U^*U$ is invertible. Consequently, there is $0 < n_p < \infty$ such that $\|(U^*U)^{-1}\|_{p,\text{op}} \leq n_p$. If the sampling model $(X, \Phi, \mu)$ is $2$-stable, $U^*U$ is a matrix of the frame operator $S$ for the sampling frame $\{\Psi_x\}$, see Remark 6. Therefore, the bi-infinite matrix $U^*U$ is invertible and positive definite. Moreover, the operator $(U^*U)^{-1}U^*$ is a left inverse for the sampling operator $U$ and it can be viewed as the matrix of the synthesis operator used for the reconstruction. Hence, the importance of the following result.

**Theorem 4.** Let $(X, \Phi, \mu)$ be a $p$-stable sampling model for some $p \in [1, \infty]$. Assume that its sampling operator $U$ satisfies (10) and the operator $U^*U$ is invertible. Let $0 < 2\epsilon < (-(\beta_p + \beta_q) + \sqrt{(\beta_p + \beta_q)^2 + \frac{2}{n_p}})$ and $(\overline{X}, \overline{\Theta}, \overline{\alpha})$ be a perturbed sampling model such that its sampling operator $U_\Delta$ satisfies $\|U - U_\Delta\| < \epsilon$. Define $\nu = \nu(\epsilon) = n_p \epsilon (\beta_p + \beta_q)$. Then $0 < \nu < 1$, the operator $U_\Delta^*U_\Delta$ is invertible, and

$$\|(U^*U)^{-1}U^* - (U_\Delta^*U_\Delta)^{-1}U_\Delta^*\| < n_p \left(\epsilon + \frac{\nu(\beta_q + \epsilon)}{1 - \nu}\right),$$

for $\|\Delta\|_\infty$ sufficiently small.

**Remark 10.** Observe that if $p = 2$ we do not need to require invertibility of $U^*U$. As we mentioned above, it follows automatically.

**Remark 11.** If in Theorem 4 we let $r = t = 1, p = 2$, and $\overline{\mu} = (\mu^1) = (\delta_0)$, then we obtain an analog of Theorem 3.3 in [12].

Let $(X, \Phi, \mu)$ be a $p$-stable sampling model for some $p \in [1, \infty]$. Assume that its sampling operator $U$ satisfies (10) and the operator $U^*U$ is invertible. We define the reconstruction operator $R = R_{(X, \Phi, \mu)} : (\ell^p(J))^t \to V^p(\Phi)$ by

$$RD = \sum_{k \in \mathbb{Z}^d} [(U^*U)^{-1}U^*D]^T_k \Phi(\cdot - k),$$

$D = (d^1, \ldots, d^d)^T$ in $(\ell^p(J))^t$.

Then as an immediate consequence of Theorems 1 and 4, we have the following result.
Theorem 5. Let \((X, \Phi, \mu)\) be a \(p\)-stable sampling model for some \(p \in [1, \infty]\). Assume that its sampling operator \(U\) is such that \(U^*U\) is invertible. Let \(R\) be the reconstruction operator. Then for every \(\epsilon > 0\) there exists \(\epsilon_0 > 0\) such that for every \(\Delta = \{\delta_j, j \in J\}\), \(\Theta \in (W^1_0)^{\mathbb{R}^d}\), and \(\alpha \in \mathcal{M}^t(\mathbb{R}^d)\) satisfying

\[
\|\Delta\|_{\infty} + \|\Phi - \Theta\|_{(W^1)^{\mathbb{R}^d}} + \|\mu - \alpha\|_{\mathcal{M}^t} < \epsilon_0,
\]

we have

\[
\|R((g * \alpha)(X + \Delta)) - f\|_{L^p} < \epsilon \|f\|_{L^p}, \quad f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k, \quad g = \sum_{k \in \mathbb{Z}^d} C_k^T \Theta_k,
\]

for all \(C \in (\ell^p(\mathbb{Z}^d))^{\mathbb{R}^d}\).

Theorem 5 tells us that the reconstruction error is, indeed, controlled in a continuous fashion by each and all of the perturbation errors studied in this paper.

Our final result is a combination of the above theorem with the results of Section II.2.1.

Theorem 6. Let \((X, \Phi, \mu)\) be a \(2\)-stable sampling model such that \(\Phi \in W_s\) and \(\mu \in \mathcal{M}^t(\mathbb{R}^d)\), with \(s > d\). Let \(R\) be the reconstruction operator for \((X, \Phi, \mu)\). Then for every \(\epsilon > 0\) there exists \(\epsilon_0 > 0\) such that for every \(\Delta = \{\delta_j, j \in J\}\), \(\Theta \in W_s\), and \(\alpha \in \mathcal{M}^t(\mathbb{R}^d)\) satisfying

\[
\|\Delta\|_{\infty} + \|\Phi - \Theta\|_{(W^1)^{\mathbb{R}^d}} + \|\mu - \alpha\|_{\mathcal{M}^t} < \epsilon_0,
\]

we have

\[
\|R((g * \alpha)(X + \Delta)) - f\|_{L^p} < \epsilon \|f\|_{L^p}, \quad f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k, \quad g = \sum_{k \in \mathbb{Z}^d} C_k^T \Theta_k,
\]

for all \(p \in [1, \infty]\) and all \(C \in (\ell^p(\mathbb{Z}^d))^{\mathbb{R}^d}\).

The proofs in the following section show implicitly how numerical estimates for \(\epsilon_0\) in Theorems 5 and 6 may be obtained.

II.3 Proofs

II.3.1 Auxiliary results

We begin with some technical results that are needed for the main proofs.

Lemma 2. Let \(\phi \in W^1_0\), and \(\mu \in \mathcal{M}(\mathbb{R}^d)\). Then:

\[
\phi * \mu \in W^1_0, \quad \text{and}
\]

\[
\|\phi * \mu\|_{W^1} \leq 2^d \|\phi\|_{W^1} \|\mu\|.
\]
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Proof. Note that if \( \mu = 0 \), the proof is immediate. Assume now \( \mu \neq 0 \), i.e. \( \|\mu\| > 0 \). Let \( \epsilon > 0 \) be given. Since \( \phi \in W^1_0 \), then \( \phi \) is uniformly continuous in \( \mathbb{R}^d \). Therefore, there exists \( \delta = \delta(\epsilon) > 0 \) such that
\[
|\phi(w) - \phi(w_1)| < \frac{\epsilon}{\|\mu\|}, \quad \text{whenever} \quad \|w - w_1\| < \delta.
\] (21)

Let \( z_0 \in \mathbb{R}^d \) be given, and let \( z \in \mathbb{R}^d \) be such that \( \|z - z_0\| < \delta \). Then we have
\[
|(\phi * \mu)(z) - (\phi * \mu)(z_0)| = \left| \int_{\mathbb{R}^d} \phi(z - y) d\mu(y) - \int_{\mathbb{R}^d} \phi(z_0 - y) d\mu(y) \right| \leq \int_{\mathbb{R}^d} |\phi(z - y) - \phi(z_0 - y)| d|\mu|(y).
\]
Since \( \|(z - y) - (z_0 - y)\| = \|z - z_0\| < \delta \), for all \( y \in \mathbb{R}^d \), then it follows from (21) that \( \int_{\mathbb{R}^d} |(\phi(z - y) - \phi(z_0 - y))| d|\mu|(y) < \int_{\mathbb{R}^d} \frac{\epsilon}{\|\mu\|} d|\mu|(y) = \epsilon \). Since \( z_0 \) and \( \epsilon > 0 \) are arbitrary, we obtain the continuity of \( \phi * \mu \) in \( \mathbb{R}^d \).

Let us show (20). Let \( \phi \in W^1 \) and \( \mu \in \mathcal{M}(\mathbb{R}^d) \) be given. Then
\[
\|\phi * \mu\|_{W^1} = \sum_{k \in \mathbb{Z}^d} \text{ess sup}_{x \in [0,1]^d} \left| \int \phi(x + k - y) d\mu(y) \right| \leq \sum_{k \in \mathbb{Z}^d} \int_{\mathbb{R}^d} \text{ess sup}_{x \in [0,1]^d} |\phi(x + k - y)| d|\mu|(y) = \int_{\mathbb{R}^d} \|\phi(\cdot - y)\|_{W^1} d|\mu|(y).
\]
Since \( \|\phi(\cdot - y)\|_{W^1} \leq 2^d \|\phi\|_{W^1} \), for all \( y \in \mathbb{R}^d \), we get
\[
\int_{\mathbb{R}^d} \|\phi(\cdot - y)\|_{W^1} d|\mu|(y) \leq \int_{\mathbb{R}^d} 2^d \|\phi\|_{W^1} d|\mu|(y) = 2^d \|\phi\|_{W^1} \|\mu\|.
\]
Therefore, we get (20). \( \square \)

The next proposition collects basic known facts about Wiener amalgam spaces, shift invariant spaces \( V^p(\Phi) \), and relatively separated sets in \( \mathbb{R}^d \).

**Proposition 3.** Let \( \Phi \in (W^1_0)^r, \Phi \in \mathcal{M}(\mathbb{R}^d), f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k, \) where \( C \in (L^p(\mathbb{Z}^d))^r, \) and \( \Phi_k = \Phi(\cdot - k), \) for all \( k \in \mathbb{Z}^d \). Let also \( X = \{x_j, j \in J\} \) be a relatively separated set in \( \mathbb{R}^d \) with \( S \) as is in Definition 2. Then
\[
\Phi * \overline{\mu}^T \in (W^1_0)^{r \times t};
\] (22)
\[
\|\Phi * \overline{\mu}^T\|_{(W^1_0)^{r \times t}} \leq 2^d \|\Phi\|_{(W^1_0)^r} \|\overline{\mu}\|_{\mathcal{M}^t};
\] (23)
\[
V^p(\Phi) \subset W^p_0, \text{ for all } 1 \leq p \leq \infty;
\] (24)
\[
\|f\|_{W^p} \leq \|C\|_{(L^p(\mathbb{Z}^d))^r} \|\Phi\|_{(W^1_0)^r}.
\] (25)
For \( g \in W^p \) we have

\[
\|g(X)\|_{(L^p)^r} \leq \mathcal{N}_p \|g\|_{W^p}, \quad \mathcal{N}_p = S^{1/p}, \quad p \in [1, \infty), \quad \mathcal{N}_\infty = 1.
\] (26)

**Proof.** First, Lemma 2 immediately implies (22). Next, to prove (23) consider \( \Phi = (\phi^1, \ldots, \phi^r) \in (W_0^1)^r \) and \( \mu^r = (\mu^1, \ldots, \mu^r)^T \in \mathcal{M}^r(\mathbb{R}^d) \). Then using (20), we obtain

\[
\|\Phi \ast \overline{\nu}^T\|_{(W^1)^r} = \sum_{j=1}^r \sum_{i=1}^r \|\phi^j \ast \mu^i\|_{W^1} \leq \sum_{j=1}^r \sum_{i=1}^r 2^d\|\phi^j\|_{W^1}\|\mu^i\| = 2^d\|\Phi\|_{(W^1)^r}\|\overline{\nu}\|_{\mathcal{M}^r}.
\]

Next, we prove (25). Consider \( 1 \leq p < \infty \) and \( f = \sum_{k \in \mathbb{Z}^d} C_k \Phi_k \). For each \( 1 \leq s \leq r \) let \( a^s(l) = \operatorname{ess \sup}_{x \in [0,1]^d} |\phi^s(x + l)| \), for all \( l \in \mathbb{Z}^d \). Then \( \|a^s\|_{\ell^1(\mathbb{Z}^d)} = \|\phi^s\|_{W^1} \). Consequently, \( \|a\|_{(\ell^1(\mathbb{Z}^d))^r} = \|\Phi\|_{(W^1)^r} \), where \( a = (a^1, \ldots, a^r)^T \), and \( \Phi = (\phi^1, \ldots, \phi^r)^T \). Hence,

\[
\operatorname{ess \sup}_{x \in [0,1]^d} |f(x + l)| \leq \sum_{s=1}^r \sum_{k \in \mathbb{Z}^d} |c^s(k)| \operatorname{ess \sup}_{x \in [0,1]^d} |\phi^s(x + l - k)| = \sum_{s=1}^r (a^s \ast |c^s|)(l),
\]

where we have also used the notation \( c^s(k) \) for \( c_k^s \). By using the Young and Triangle inequalities, we have

\[
\|f\|_{W^p} \leq \sum_{s=1}^r \|a^s \ast |c^s|\|_{\ell^p} \leq \sum_{s=1}^r \|a^s\|_{\ell^1} \|c^s\|_{\ell^p}.
\]

Consequently, \( \|f\|_{W^p} \leq \|C\|_{(\ell^p(\mathbb{Z}^d))^r} \|\Phi\|_{(W^1)^r} \). Let us prove (25) for \( p = \infty \). Let \( m \in \mathbb{Z}^d \) be given. Then

\[
|f(x + m)| \leq \sum_{s=1}^r \sum_{k \in \mathbb{Z}^d} |c^s(k)| |\phi^s(x + m - k)|
\leq \|C\|_{(\ell^\infty(\mathbb{Z}^d))^r} \sum_{s=1}^r \sum_{k \in \mathbb{Z}^d} |\phi^s(x + m - k)|.
\]

Consequently,

\[
\operatorname{ess \sup}_{x \in [0,1]^d} |f(x + m)| \leq \|C\|_{(\ell^\infty(\mathbb{Z}^d))^r} \sum_{s=1}^r \sum_{k \in \mathbb{Z}^d \times [0,1]^d} \operatorname{ess \sup}_{x \in [0,1]^d} |\phi^s(x + m - k)|
\leq \|C\|_{(\ell^\infty(\mathbb{Z}^d))^r} \sum_{s=1}^r \|\phi^s\|_{W^1}
\leq \|C\|_{(\ell^\infty(\mathbb{Z}^d))^r} \|\Phi\|_{(W^1)^r}.
\]
Therefore,
\[ \|f\|_{W^\infty} = \sup_{m \in \mathbb{Z}^d} \{ \text{ess sup}_{x \in [0,1]^d} |f(x + m)| \} \leq \|C\|_{(L^\infty(\mathbb{Z}^d))^r} \|\Phi\|_{(W^1)^r}. \]

Next, let us show (24). Let \( f \in V^p(\Phi) \) be given. Then \( f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k \), for some \( C \in (l^p(\mathbb{Z}^d))^r \). Since (25) implies \( f \in W^p \), it remains to show the continuity of \( f \). Let us first consider the case \( 1 \leq p < \infty \). We observe that \( W^p \subset W^\infty = L^\infty(\mathbb{R}^d) \) (see Theorem 2.1 in [10]), and, hence,
\[ \|f\|_{L^\infty} \leq \|f\|_{W^p}. \quad (27) \]
Let \( f_n = \sum_{|k| \leq n} C_k^T \Phi_k \) be a partial sum of \( f \). Since \( \Phi \in (W^1_0)^r \), then \( \{f_n\}_{n \in \mathbb{N}} \) is a sequence of continuous functions, and from (25) and (27) we obtain
\[ \|f - f_n\|_{L^\infty} \leq \|\Phi\|_{(W^1)^r} \left( \sum_{i=1}^r \left( \sum_{|k| > n} |c_k|^p \right)^{1/p} \right). \]
Therefore, the sequence of continuous functions \( \{f_n\}_{n \in \mathbb{N}} \) converges uniformly to the function \( f \). Thus, \( f \) is a continuous function as well. To treat the case \( p = \infty \), we choose a sequence \( \{\Phi^n\}_{n \geq 1} \) of continuous functions with compact support (see Theorem 3.1 in [10] for details) such that \( \|\Phi^n - \Phi\|_{(W^1)^r} \to 0 \) as \( n \to \infty \). Set \( f_n(x) = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi^n(x - k) \). Since the sum is locally finite, then each \( f_n \) is continuous. Using (25) once again, we estimate
\[ \|f_n - f\|_{L^\infty} \leq \|C\|_{(L^\infty(\mathbb{Z}^d))^r} \|\Phi^n - \Phi\|_{(W^1)^r}. \]
It follows that the sequence of continuous functions \( \{f_n\}_{n \geq 1} \) converges uniformly to \( f \). Hence, \( f \) is a continuous function as well.

Finally, (26) follows from
\[ \sum_{j: x_j \in [0,1)^d + l} |g(x)|^p \leq S \text{ ess sup}_{x \in [0,1)^d + l} |g(x)|^p, \]
and the proof is complete. \( \square \)

Using (22) and (23), we obtain the following result.

**Corollary 4.** Let \( \Lambda : (W^1_0)^r \times \mathcal{M}(\mathbb{R}^d) \to (W^1_0)^r \times t \) be defined by \( \Lambda(\Phi, \mu) = \Phi \ast \mu^T \). Then \( \Lambda \) is a bounded bilinear form, and \( \|\Lambda\| \leq 2^d \), where
\[ \|\Lambda\| = \sup \{ \|\Lambda(\Phi, \mu)\|_{(W^1_0)^r \times t} : \|\Phi\|_{(W^1_0)^r} \leq 1, \|\mu\|_{\mathcal{M}} \leq 1 \}. \]

**Lemma 3.** Let \( \phi \in W^1_0 \), \( \mu \in \mathcal{M} \), and \( c = \{c_k\}_{k \in \mathbb{Z}^d} \in l^p(\mathbb{Z}^d) \) be given. Then the function defined on \( \mathbb{R}^d \) by \( h(z) = ((\sum_{k \in \mathbb{Z}^d} c_k \phi_k) \ast \mu)(z) \) belongs to \( W^p \).
Proof. It suffices to show that
\[ h(z) = \sum_{k \in \mathbb{Z}^d} c_k(\phi * \mu)k(z), \quad \forall z \in \mathbb{R}^d, \]  
(28)

because if (28) is takes place, then the conclusion of the Lemma follows as a consequence of Lemma 2, and (25) in Proposition 3. In order to show (28), we shall show that
\[ \sum_{k \in \mathbb{Z}^d} \int_{\mathbb{R}^d} |c_k| |\phi(z - w - k)| d\mu(w) < \infty, \quad \forall z \in [0,1]^d. \]

Let \( z \in [0,1]^d \) be given. Then
\[
\sum_{k \in \mathbb{Z}^d} \int_{\mathbb{R}^d} |c_k| |\phi(z - w - k)| d\mu(w) = \int_{\mathbb{R}^d} \sum_{k \in \mathbb{Z}^d} |c_k| |\phi(z - w - k)| d\mu(w)
\leq \|c\|_{\ell^\infty(\mathbb{Z}^d)} \int_{\mathbb{R}^d} \sum_{k \in \mathbb{Z}^d} |\phi(z - w - k)| d\mu(w)
\leq \|c\|_{\ell^\infty(\mathbb{Z}^d)} \int_{\mathbb{R}^d} \text{ess sup}_{w \in [0,1]^d} |\phi(z - w - k)| d\mu(w)
= \|c\|_{\ell^\infty(\mathbb{Z}^d)} \int_{\mathbb{R}^d} \|\phi(\cdot - w)\|_1 d\mu(w)
\leq 2^d \|c\|_{\ell^\infty(\mathbb{Z}^d)} \|\phi\|_1 \|\mu\| < \infty.
\]

\[ \square \]

The following lemma, proved, for example, in [11], states that a small perturbation of a Riesz basic sequence remains a Riesz basic sequence.

**Lemma 4.** Let \( \Phi \in (W^1)^r \) satisfy (6). Then there exists \( \epsilon_0 > 0 \) such that every \( \Theta \in (W^1)^r \) satisfying \( \|\Phi - \Theta\|_{(W^1)^r} \leq \epsilon < \epsilon_0 \), also satisfies (6), for some \( 0 < m'_p \leq M'_p < \infty \) and
\[
m'_p \geq m_p - \epsilon \quad \text{and} \quad M'_p \leq \|\Phi\|_{(W^1)^r} + \epsilon.
\]

The following lemma justifies Remark 2.

**Lemma 5.** Let \( (X, \Phi, \mu) \) be a \( p \)-stable sampling model and \( U \) be its sampling operator. Then
\[
\|U\|_{p,op} \leq 2^d \mathcal{N}_p \|\mu\|_{\mathcal{M}'} \|\Phi\|_{(W^1)^r},
\]
and
\[
\|U^*\|_{p,op} \leq 2^d \mathcal{N}_q \|\mu\|_{\mathcal{M}'} \|\Phi\|_{(W^1)^r}, \quad \frac{1}{p} + \frac{1}{q} = 1.
\]

**Proof.** The first of the inequalities follows from
\[
\|UC\|_{(p(J)^r)^t} = \|(f * \mu)(X)\|_{(p(J)^r)^t}
\]
and (23), (25), (26). The other one is true since \( \|U^*\|_{p,op} = \|U\|_{q,op}, \quad \frac{1}{p} + \frac{1}{q} = 1. \) \[ \square \]
II.3.2 Proofs for Section II.2.1

We will divide the proof of Theorem 1 into several lemmas, each of which is a separate perturbation result. The first lemma is concerned with perturbations of the generator for the space of signals.

Lemma 6. Let \((X, \Phi, \overline{\mu})\) be a \(p\)-stable sampling model for some \(p \in [1, \infty]\). Then there exists \(\varepsilon_0 > 0\) such that the sampling model \((X, \Theta, \overline{\mu})\) is also \(p\)-stable, whenever \(\Theta \in (W_1^1)^r\) and \(\|\Phi - \Theta\|_{(W_1^1)^r} < \varepsilon_0\).

Proof. Assume that \(\overline{\mu} \in \mathcal{M}^t(\mathbb{R}^d)\), \(\Phi \in (W_1^1)^r\) satisfies (6), and \(X = \{x_j, j \in J\} \subset \mathbb{R}^d\) satisfies (9). We want to find \(\varepsilon_0 > 0\) such that whenever \(\|\Phi - \Theta\|_{(W_1^1)^r} < \varepsilon_0\), then

\[
A'_p \|g\|_{L^p} \leq \|(g * \overline{\mu})(X)\|_{(L^p(J))^t} \leq B'_p \|g\|_{L^p}, \text{ for all } g \in V^p(\Theta).
\]

for some \(0 < A'_p \leq B'_p < \infty\). Assume \(0 < \varepsilon < m_p\). Then, by Lemma 4, \(\Theta \in (W^1)^r\) satisfies (6) and we let \(g = \sum_{k \in \mathbb{Z}^d} C_k^T \Theta_k\) and \(f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k\), \(C \in (\ell^p(\mathbb{Z}^d))^r\). Consequently, we have

\[
\frac{1}{M_p} \|g\|_{L^p} \leq \|C\|_{(\ell^p(\mathbb{Z}^d))^r} \leq \frac{1}{m_p} \left\| \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k \right\|_{L^p(J)} = \frac{1}{m_p} \|f\|_{L^p}
\]

\[
\leq \frac{A_p^{-1}}{m_p} \|(f * \overline{\mu})(X)\|_{(\ell^p(J))^t}
\]

\[
= \frac{A_p^{-1}}{m_p} \left\| \left( \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k \right) * \overline{\mu} \right\|_{(\ell^p(J))^t}
\]

\[
= \frac{A_p^{-1}}{m_p} \sum_{l=1}^t \left\| \left( \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k \right) * \mu^l \right\|_{\ell^p(J)}
\]

\[
\leq \frac{A_p^{-1}}{m_p} \sum_{l=1}^t \left\| \sum_{k \in \mathbb{Z}^d} C_k^T \Xi_k^l \right\|_{\ell^p(J)}
\]

\[
+ \frac{A_p^{-1}}{m_p} \|(g * \overline{\mu})(X)\|_{(\ell^p(J))^t},
\]

where

\[
\Xi_k^l := \left( (\phi_k^1 - \theta_k^1) * \mu^l, \ldots, (\phi_k^r - \theta_k^r) * \mu^l \right)^T, \quad l = 1, \ldots, t. \tag{30}
\]

Since \(\Phi\) and \(\Theta\) are elements of \((W_1^1)^r\) and \(\overline{\mu} \in \mathcal{M}^t(\mathbb{R}_d)\), then by (22), we have \(\Xi_l = (\Phi - \Theta) * \mu^l \in (W_1^1)^r\), for \(l = 1, \ldots, t\). Hence, using (23), (25), (26), and condition (6) for \(g = \sum_{k \in \mathbb{Z}^d} C_k^T \Theta_k\), we have

\[
\sum_{l=1}^t \left\| \left( \sum_{k \in \mathbb{Z}^d} C_k^T \Xi_k^l \right)(X) \right\|_{\ell^p(J)} \leq 2^d N_p \|C\|_{(\ell^p(\mathbb{Z}^d))^r} \|\Phi - \Theta\|_{(W_1^1)^r} \|\overline{\mu}\|_{\mathcal{M}^t} \|g\|_{L^p}.
\]
Therefore,

\[
\frac{1}{M_p} \| g \|_{L^p} \leq \frac{A_p^{-1} 2^d N_p \| \Phi - \Theta \|_{(W^1)^r} \| m' \|_{L^p} \| g \|_{L^p}}{m_p m'_p} + \frac{A_p^{-1} \| (g \ast \overline{\mu}) (X) \|_{(\mathcal{J}^p)^r}}{m_p}.
\]

Hence,

\[
\left( \frac{A_p m_p}{M_p} - \frac{2^d N_p \| \Phi - \Theta \|_{(W^1)^r} \| m' \|_{L^p}}{m_p} \right) \| g \|_{L^p} \leq \| (g \ast \overline{\mu}) (X) \|_{(\mathcal{J}^p)^r}.
\] (31)

On the other hand, since \( \Theta \in (W^1_0)^r \) and \( \overline{\mu} \in \mathcal{M}'(\mathbb{R}^d) \), it follows from (22) that \( (\theta^1 \ast \mu^1, \ldots, \theta^r \ast \mu^1)^T \in (W^1_0)^r, l = 1, \ldots, t \). Therefore, (23), (25), (26), the first of the estimates in (29), and Lemma 3 imply that

\[
\| (g \ast \overline{\mu}) (X) \|_{(\mathcal{J}^p)^r} = \| \left( \sum_{k \in \mathbb{Z}^d} C^T_k \Theta_k \right) \ast \overline{\mu} \|_{(\mathcal{J}^p)^r} \\
\leq N_p \left\| \left( \sum_{k \in \mathbb{Z}^d} C^T_k \Theta_k \right) \ast \overline{\mu} \right\|_{(W^p)^r} \\
= N_p \left\| \sum_{k \in \mathbb{Z}^d} C^T_k (\Theta \ast \overline{\mu})_k \right\|_{(W^p)^r} \\
\leq N_p \| C \|_{(\mathcal{J}^p(\mathbb{Z}^d))^r} \| \Theta \ast \overline{\mu} \|_{(W^1)^r \times t} \\
\leq 2^d N_p \| \overline{\mu} \|_{\mathcal{M}'(\mathbb{R}^d)} \| C \|_{(\mathcal{J}^p(\mathbb{Z}^d))^r} \| \Theta \|_{(W^1)^r} \\
\leq 2^d N_p \| \overline{\mu} \|_{\mathcal{M}'(\mathbb{R}^d)} \| \left( \| \Phi \|_{(W^1)^r} + \epsilon \right) \| g \|_{L^p} \\
\leq 2^d N_p \| \overline{\mu} \|_{\mathcal{M}'} \left( \| \Phi \|_{(W^1)^r} + \epsilon \right) \| g \|_{L^p}.
\]

Hence,

\[
\| (g \ast \overline{\mu}) (X) \|_{(\mathcal{J}^p)^r} \leq \frac{2^d N_p \| \overline{\mu} \|_{\mathcal{M}'} \left( \| \Phi \|_{(W^1)^r} + \epsilon \right)}{m_p - \epsilon} \| g \|_{L^p}.
\] (32)

Using the estimates (29) and the left hand side of the inequality (31), we can obtain an explicit upper bound \( \epsilon_0 \) for \( \epsilon \) from

\[
\frac{A_p m_p}{\| \Phi \|_{(W^1)^r} + \epsilon} - \frac{2^d N_p \| \overline{\mu} \|_{\mathcal{M}'} \epsilon}{m_p - \epsilon} = 0.
\]
This is equivalent to the quadratic equation
\[ \epsilon^2 + C_p \epsilon - \frac{A_p m_p^2}{2d N_p \| \mu \|_{\mathcal{M}^t}} = 0, \]
where
\[ C_p = \| \Phi \| (W^1)^r + \frac{A_p m_p}{2d N_p \| \mu \|_{\mathcal{M}^t}}. \]
Let \( \epsilon_0 \) be the positive solution of the previous equation, i.e.,
\[ \epsilon_0 = \frac{1}{2} \left( C_p + \frac{4A_p m_p^2}{2d N_p \| \mu \|_{\mathcal{M}^t} - C_p} \right). \]
Then, for \( 0 < \epsilon < \epsilon_0 < m_p \), we use (31), (32), and (29) to obtain
\[
A_p' = \frac{A_p m_p}{\| \Phi \| (W^1)^r + \epsilon} - \frac{2d N_p \| \mu \|_{\mathcal{M}^t}}{m_p - \epsilon} \epsilon,
\]
\[
B_p' = \frac{2d N_p \| \mu \|_{\mathcal{M}^t} (\| \Phi \| (W^1)^r + \epsilon)}{m_p - \epsilon},
\]
and the proof is complete. \( \square \)

The following lemma deals with perturbations of the sampling measure.

**Lemma 7.** Let \((X, \Phi, \overline{\mu})\) be a \(p\)-stable sampling model for some \(p \in [1, \infty] \). Then there exists \( \epsilon_0 > 0 \) such that the sampling model \((X, \Phi, \overline{\alpha})\) is also \(p\)-stable, whenever \( \overline{\alpha} \in \mathcal{M}^t(\mathbb{R}^d) \) and
\[ \| \overline{\mu} - \overline{\alpha} \|_{\mathcal{M}^t} < \epsilon_0. \]

**Proof.** Let \( f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k \in V^p(\Phi), C \in (\ell^p(\mathbb{Z}^d))^r \). We have
\[
A_p \| f \|_{L^p} \leq \| (f * \overline{\mu})(X) \|_{(\ell^p(\mathcal{J}))^t} \leq \| (f * (\overline{\mu} - \overline{\alpha}))(X) \|_{(\ell^p(\mathcal{J}))^t} + \| (f * \overline{\alpha})(X) \|_{(\ell^p(\mathcal{J}))^t} = \sum_{l=1}^t \| (f * (\mu^l - \alpha^l))(X) \|_{(\ell^p(\mathcal{J}))^t} + \| (f * \overline{\alpha})(X) \|_{(\ell^p(\mathcal{J}))^t} = \sum_{l=1}^t \| ((\sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k) * (\mu^l - \alpha^l))(X) \|_{(\ell^p(\mathcal{J}))^t} + \| (f * \overline{\alpha})(X) \|_{(\ell^p(\mathcal{J}))^t}.
\]
Since \( \overline{\mu} \) and \( \overline{\alpha} \) are in \( \mathcal{M}^t(\mathbb{R}^d) \), and \( \Phi \in (W_0^1)^r \), then Proposition 3 implies \( \Omega^l = (\phi^1 * (\mu^l - \alpha^l), \ldots, \phi^r * (\mu^l - \alpha^l))^T \in (W_0^1)^r, \) for \( l = 1, \ldots, t \). Using Proposition 3 once again we have:
\[
A_p \| f \|_{L^p} \leq \sum_{l=1}^t N_p \| C \|_{(\ell^p(\mathbb{Z}^d))^r} \| \Omega^l \|_{(W^1)^r} + \| (f * \overline{\alpha})(X) \|_{(\ell^p(\mathcal{J}))^t} \leq 2^d N_p \| C \|_{(\ell^p(\mathbb{Z}^d))^r} \| \Phi \|_{(W^1)^r} \| \overline{\mu} - \overline{\alpha} \|_{\mathcal{M}^t} + \| (f * \overline{\alpha})(X) \|_{(\ell^p(\mathcal{J}))^t}.
\]
Taking into account $\Phi \in (W^1)^r$, and $f$ satisfies (6), then it follows

$$2^d N_p \| C \|_{(L_p(Z^d))} \| \Phi \|_{(W^1)^r} \| \bar{\mu} - \bar{\alpha} \|_{M^t} \leq \frac{2^d N_p \| f \|_{L_p} \| \Phi \|_{(W^1)^r} \| \bar{\mu} - \bar{\alpha} \|_{M^t}}{m_p}.$$ 

Hence,

$$\left( A_p - \frac{2^d N_p \| \Phi \|_{(W^1)^r} \| \bar{\mu} - \bar{\alpha} \|_{M^t}}{m_p} \right) \| f \|_{L_p} \leq \| (f \ast \bar{\alpha})(X) \|_{(L_p(J))}.$$ 

(33)

On the other hand, using (9) again, we have

$$\| (f \ast \bar{\alpha})(X) \|_{(L_p(J))} \leq \| (f \ast (\bar{\alpha} - \mu))(X) \|_{(L_p(J))} + \| (f \ast \bar{\mu})(X) \|_{(L_p(J))}$$

$$\leq \sum_{l=1}^t \left\| (f \ast (\alpha^l - \mu^l))(X) \right\|_{(L_p(J))} + B_p \| f \|_{L_p}$$

$$\leq 2^d N_p \| C \|_{(L_p(Z^d))} \| \Phi \|_{(W^1)^r} \| \bar{\mu} - \bar{\alpha} \|_{M^t} + B_p \| f \|_{L_p}.$$ 

Using condition (6), we obtain:

$$\| (f \ast \bar{\alpha})(X) \|_{(L_p(J))} \leq \left( \frac{2^d N_p \| \Phi \|_{(W^1)^r} \| \bar{\mu} - \bar{\alpha} \|_{M^t} + B_p}{m_p} \right) \| f \|_{L_p}.$$ 

(34)

From (33) and (34), by choosing

$$\epsilon_0 = \frac{A_p m_p}{2^d N_p \| \Phi \|_{(W^1)^r}},$$

we obtain for $0 < \epsilon < \epsilon_0$,

$$A'_p = A_p - \frac{2^d N_p \| \Phi \|_{(W^1)^r} \epsilon}{m_p}, \quad \text{and}$$

$$B'_p = B_p + \frac{2^d N_p \| \Phi \|_{(W^1)^r} \epsilon}{m_p}.$$ 

From the two lemmas above, we obtain the following corollary:

**Corollary 5.** Let $(X, \Phi, \bar{\mu})$ be a $p$-stable sampling model for some $p \in [1, \infty]$. Then there exists $\epsilon_0 > 0$ such that the sampling model $(X, \Theta, \bar{\alpha})$ is also $p$-stable, whenever $\bar{\alpha} \in M^t(\mathbb{R}^d)$, $\Theta \in (W_0^1)^r$, and $\| \Phi - \Theta \|_{(W^1)^r} + \| \bar{\mu} - \bar{\alpha} \|_{M^t} < \epsilon_0$. 
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The above result is essentially obvious at this point. We proceed with a formal
proof in order to obtain estimates for $\epsilon_0$ and the bounds $A'_p$ and $B'_p$ of $X$ as an
$\alpha'$-sampling set for $V^p(\Theta)$.

**Proof.** Let $0 < \epsilon_1 < \frac{1}{2} \left( \sqrt{C_p^2 + \frac{4A_pm_p^2}{2dN_p\mu\|M\|_{M'}}} - C'_p \right)$, where

$$C_p = \|\Phi\|(W^1)^r + \frac{A_pm_p}{2dN_p\mu\|M\|_{M'}}.$$ 

Then, by Lemma 6, $X$ is a $\mu$-sampling set for $V^p(\Theta)$ as soon as

$$\|\Phi - \Theta\|(W^1)^r \leq \epsilon_1.$$

Moreover,

$$A'_p\|g\|_{L_p} \leq \|(g * \mu'')(X)\|_{(p(J))r} \leq B'_p\|g\|_{L_p}, \text{ for all } g \in V^p(\Theta),$$

where

$$A''_p = \frac{A_pm_p}{\|\Phi\|(W^1)^r + \epsilon_1} - \frac{2dN_p\mu\|M\|_{M'}}{m_p - \epsilon_1} \epsilon_1$$

and

$$B''_p = \frac{2dN_p\mu\|M\|_{M'}(\|\Phi\|(W^1)^r + \epsilon_1)}{m_p - \epsilon_1}.$$ 

Assume now that

$$0 < \epsilon_2 \leq \frac{A''_p(m_p - \epsilon_1)}{2dN_p(\|\Phi\|(W^1)^r + \epsilon_1)}.$$

Then, by Lemma 7, $X$ is an $\alpha'$-sampling set for $V^p(\Theta)$ as soon as

$$\|\Phi - \Theta\|(W^1)^r \leq \epsilon_1 \text{ and } \|\mu' - \alpha\|_{M'} \leq \epsilon_2.$$

Hence, if $0 < \epsilon < \epsilon_0 = \min\{\epsilon_1, \epsilon_2\}$, we obtain the sampling bounds

$$A'_p = A''_p - \frac{2dN_p(\|\Phi\|(W^1)^r + \epsilon_1)}{m_p - \epsilon_1} \epsilon_2,$$

and

$$B'_p = B''_p + \frac{2dN_p(\|\Phi\|(W^1)^r + \epsilon_1)}{m_p - \epsilon_1} \epsilon_2,$$

as soon as

$$\|\Phi - \Theta\|(W^1)^r + \|\mu' - \alpha\|_{M'} \leq \epsilon < \epsilon_0.$$ 

\[ \square \]

The following lemma is a result about jitter in the sampling set $X$:
Lemma 8. Let $(X, \Phi, \overline{\mu})$ be a $p$-stable sampling model for some $p \in [1, \infty]$. Then there exists $\epsilon_0 > 0$ such that the sampling model $(X + \Delta, \Phi, \overline{\mu})$ is also $p$-stable, whenever $\|\Delta\|_\infty < \epsilon_0$.

Its proof is immediately implied by Lemma 1 and the following result.

Lemma 9. Let $(X, \Phi, \overline{\mu})$ be a $p$-stable sampling model for some $p \in [1, \infty]$ and $X \subseteq X + \Delta$. Let $U$ be the sampling operator for $(X, \Phi, \overline{\mu})$ and $U_\Delta$ be the sampling operator for $(X, \Phi, \overline{\mu})$. Then $\|U - U_\Delta\| \to 0$ as $\|\Delta\|_\infty \to 0$.

Proof. We recall that for any $\gamma > 0$, the function $\text{osc}_\gamma g$ on $\mathbb{R}^d$ is defined by

$$\text{osc}_\gamma g(x) = \sup_{|\Delta x| < \gamma} |g(x + \Delta x) - g(x)|.$$ 

From Lemma 8.1 in [10] it follows that if $g \in W^1_0$, then $\text{osc}_\gamma g \in W^1$, and $\|\text{osc}_\gamma g\|_{W^1} \to 0$ as $\gamma \to 0$. Therefore, by applying Proposition 3 we get

$$\text{osc}_\gamma \Phi \ast \overline{\mu}^T \in (W^1)^{r \times t}, \text{ and } \|\text{osc}_\gamma \Phi \ast \overline{\mu}^T\|_{(W^1)^{r \times t}} \to 0 \text{ as } \gamma \to 0,$$

where

$$\text{osc}_\gamma \Phi \ast \overline{\mu}^T = \begin{pmatrix} \text{osc}_\gamma \phi^1 \ast \mu^1 & \ldots & \text{osc}_\gamma \phi^1 \ast \mu^t \\ \vdots & & \vdots \\ \text{osc}_\gamma \phi^r \ast \mu^1 & \ldots & \text{osc}_\gamma \phi^r \ast \mu^t \end{pmatrix}.$$ 

For any $m \in \mathbb{Z}^d$ there exist at most $S$ sampling points in every hypercube $[0, 1]^d + m$.

We set $X_m = X \cap ([0, 1]^d + m)$, $m \in \mathbb{Z}^d$, and, for each $1 \leq i \leq r$ and $1 \leq l \leq t$, define the sequence

$$b^{i,l}(m) := \text{ess sup}_{x \in [0, 1]^d} \{\text{osc}_{\|\Delta\|_\infty} (\phi^i \ast \mu^l)(x + m)\}, \quad m \in \mathbb{Z}^d.$$ 

Then $\|b^{i,l}\|_{\ell^1([0, 1]^d)} = \|\text{osc}_{\|\Delta\|_\infty} (\phi^i \ast \mu^l)\|_{W^1}$ and, hence,

$$\|b\|_{\ell^1([0, 1]^d)^{(r \times t)}} = \|\text{osc}_{\|\Delta\|_\infty} \Phi \ast \overline{\mu}^T\|_{(W^1)^{r \times t}}.$$ 

For $1 \leq i \leq r$ and $1 \leq l \leq t$ we have

$$\|(U^{i,l} - U^{i,l}_\Delta)c^i\|_{\ell^p([0, 1]^d)} = \sum_{x_j \in X} \left| \sum_{k \in \mathbb{Z}^d} c^i_k \left( (\phi^i \ast \mu^l)(x_j - k) - (\phi^i \ast \mu^l)(x_j + \delta_j - k) \right) \right|^p$$

$$\leq \sum_{x_j \in X} \left( \sum_{k \in \mathbb{Z}^d} |c^i_k| \text{osc}_{\|\Delta\|_\infty} (\phi^i \ast \mu^l)(x_j - k) \right)^p$$

$$\leq \sum_{m \in \mathbb{Z}^d} S \left( \sum_{k \in \mathbb{Z}^d} |c^i_k| b^{i,l}(m - k) \right)^p$$

$$= S \|c^i \ast b^{i,l}\|_{\ell^p([0, 1]^d)}.$$
where $S$ is as in Definition 2. By using Young’s inequality we obtain

$$S\|c^j \ast b^{i,l}\|_{p(Z^d)}^p \leq S\|c^j\|_{p(Z^d)}^p\|b^{i,l}\|_{p_l}^p = S\|c^j\|_{p(Z^d)}\|\text{osc}_{\Delta_{\infty}} \phi^i \ast \mu\|_{W^{1,p}(Z^d)}^p.$$ 

Consequently,

$$\|U^{i,j} - U_{\Delta}^{l,i}\| \leq \mathcal{N}_p \||\Delta\|_{\infty} \Phi^i \ast \mu_{l}^i\|_{W^{1,p}}.$$

Hence,

$$\|U - U_{\Delta}\| \leq \mathcal{N}_p \||\Delta\|_{\infty} \Phi^i \ast \mu_{l}^i\|_{(W^{1,p} \times \mathcal{M}_1)^r} \rightarrow 0 \; \text{as} \; \|\Delta\|_{\infty} \rightarrow 0,$$

and the lemma is proved. \qed

**Proof of Theorem 1.**

**Proof.** The proof of Theorem 1 is hidden in the proofs of Lemmas 6, 7, and 8. In particular, keeping the notation of the proof of Lemma 6, we have

$$||(f - g) \ast \mu^i)(X)||_{(W^{1,p})^r} \leq 2^d \mathcal{N}_p \|C\|_{(L^p(Z^d))^r} \|\Phi - \Theta\|_{(W^{1,p})^r} \|\mu^i\|_{\mathcal{M}_1^r}.$$

Hence, $\|U_{(X,\Phi,\overline{\mu})} - U_{(X,\Theta,\overline{\mu})}\| \leq \text{Const} \cdot \|\Phi - \Theta\|_{(W^{1,p})^r}$, where the constant is independent of $\Delta$. Keeping the notation of the proof of Lemma 7, we have

$$||(f \ast (\alpha \ast \mu^i))(X)||_{(L^p(J))^r} \leq 2^d \mathcal{N}_p \|C\|_{(L^p(Z^d))^r} \|\Phi\|_{(W^{1,p})^r} \|\mu^i - \alpha\|_{\mathcal{M}_1^r}.$$

Hence, $\|U_{(X,\Phi,\overline{\mu})} - U_{(X,\Phi,\overline{\mu})}\| \leq \text{Const} \cdot \|\mu^i - \alpha\|_{\mathcal{M}_1^r}$, where the constant is again independent of $\Delta$. Finally, we can combine these estimates with Lemma 9 via the standard $\epsilon/3$ argument and complete the proof. \qed

**II.3.3 Proofs for Section II.2.2**

We begin with an auxiliary technical result for the convolution of functions with measures.

**Lemma 10.** Let $\Phi = (\phi^1, \ldots, \phi^r)^T$ be a vector of continuous functions, $s > d$, and $\overline{\mu} \in \mathcal{M}_1^r(\mathbb{R}^d)$. If $|\phi^i(x)| \leq C_0^i(1 + |x|)^{-s}$ for all $1 \leq i \leq r$, then

$$||\Phi \ast \overline{\mu}^T(x)|| \leq C_1^i(1 + |x|)^{-s};$$

the constants $C_0^i > 0$, $1 \leq i \leq r$, and $C_1 > 0$ are independent of $x \in \mathbb{R}^d$.

**Proof.** For $1 \leq i \leq r$ and $1 \leq j \leq t$ we have

$$|\phi^i \ast \mu^j(x)| \leq \int_{\mathbb{R}^d} |\phi^i(x - y)|d|\mu^j|(y) \leq C_0^i \int_{\mathbb{R}^d} (1 + |x - y|)^{-s}d|\mu^j|(y).$$
Since \((1 + |u + w|)^{-l} \leq (1 + |u|)^l(1 + |w|)^{-l},\) for all \(u, w \in \mathbb{R}^d,\) and \(l \geq 0,\) we have

\[
|(\phi^j * \mu^j)(x)| \leq C_0 \int_{\mathbb{R}^d} (1 + |y|)^s(1 + |x|)^{-s} d|\mu^j|(y)
\]
\[
= C_0(1 + |x|)^{-s} \int_{\mathbb{R}^d} (1 + |y|)^s d|\mu^j|(y)
\]
\[
\leq C_1(1 + |x|)^{-s},
\]
where the last inequality follows from \(\mu^j \in \mathcal{M}_s(\mathbb{R}^d).\) Therefore,

\[
\|(\Phi * \overline{\mu}^T)(x)\| \leq C_1(1 + |x|)^{-s},
\]
where \(C_1 = \sum_{l=1}^{L} \sum_{j=1}^{L} C_1^l j^v.\)

\[\square\]

**Remark 12.** If \(\{\Phi_k\}_{k \in \mathbb{Z}^d}\) is an \(s\)-localized Riesz generator for \(V^2(\Phi),\) as in Definition 9, then, by Lemma 14(a) in [59], we have that \(\tilde{\Phi}_k\) is also an \(s\)-localized Riesz generator for \(V^2(\Phi).\) Consequently, by Lemma 10 we have

\[
\|(\Phi * \overline{\mu}^T)(x)\| \leq D_1(1 + |x|)^{-s},
\]
for some \(D_1 > 0\) independent of \(x \in \mathbb{R}^d.\)

**Proof of Proposition 2.**

**Proof.** Let \(X\) be a \(\overline{\mu}\)-sampling set for \(V^2(\Phi), \overline{\mu} \in \mathcal{M}_s(\mathbb{R}^d).\) Then, by definition, there exist constants \(0 < A_2 \leq B_2 < \infty\) such that

\[
A_2\|f\|_{L^2} \leq \|(f * \overline{\mu})(X)\|_{(L^2(x))^d} \leq B_2\|f\|_{L^2}, \text{ for all } f \in V^2(\Phi).
\]

Fix \(x_j \in X.\) Then, for each \(1 \leq i \leq t,\) the function \(g^j_{x_j}: V^2(\Phi) \to \mathbb{C}\) given by \(g^j_{x_j}(f) = (f * \mu^j)(x_j)\) is a bounded linear functional on the closed subspace \(V^2(\Phi)\) of \(L^2(\mathbb{R}^d)\) because \(|g^j_{x_j}(f)| \leq B_2\|f\|_{L^2}\) for all \(f \in V^2(\Phi).\) Consequently, by Riesz representation theorem, there exists \(\psi^j_{x_j} \in V^2(\Phi)\) such that \(g^j_{x_j}(f) = \langle f, \psi^j_{x_j} \rangle\) for all \(f \in V^2(\Phi).\) It follows immediately from (36) and Definition 5 that \(\Psi_{x_j} = (\psi^1_{x_j}, \ldots, \psi^t_{x_j})^T\) is a frame for \(V^2(\Phi).\) Hence, every \(f \in V^2(\Phi)\) can be recovered via \(f = \sum_{j \in J} \langle f, \Psi_{x_j} \rangle \tilde{\Psi}_{x_j},\) where \(\{\tilde{\Psi}_{x_j} = (\tilde{\psi}^1_{x_j}, \ldots, \tilde{\psi}^t_{x_j})^T\}_{j \in J}\) is the dual frame of \(\{\Psi_{x_j}\}_{j \in J}\) and the series converges unconditionally in \(V^2(\Phi).\) Since \(\langle f, \Psi_{x_j} \rangle = (f * \overline{\mu})(x_j)\) for all \(j \in J,\) we get (14). \(\square\)

Next, we show that if the generator \(\Phi\) and the measures \(\overline{\mu}\) satisfy an appropriate decay condition then the \((\overline{\mu}, X)\)-sampling frame \(\{\Psi_{x_j}\}\) obtained above is \(s\)-localized.

**Proposition 4.** Let \(s > d, \Phi \in \mathcal{W}_s, \) and \(\overline{\mu} \in \mathcal{M}_s(\mathbb{R}^d).\) If \(X\) is a \(\overline{\mu}\)-sampling set for \(V^2(\Phi),\) then the \((\overline{\mu}, X)\)-sampling frame \(\{\Psi_{x_j}\}\) is \(s\)-localized with respect to the Riesz basis \(\{\Phi_k\}_{k \in \mathbb{Z}^d}.\)

**Proof.** Since \(\{\Phi_k\}_{k \in \mathbb{Z}^d}\) is an \(s\)-localized Riesz generator for \(V^2(\Phi),\) the components of \(\Phi\) satisfy (17), and Lemma 10 implies

\[
|\langle \Phi_k, \Psi_{x_j}^T \rangle| = |(\Phi * \overline{\mu}^T)(x_j - k)| \leq C_1(1 + |x_j - k|)^{-s},
\]

for some $C_1 > 0$ independent of $j \in J$ and $k \in \mathbb{Z}^d$. On the other hand, it follows from Remark 12 that the dual Riesz basis $\{\tilde{\Phi}_k\}_{k \in \mathbb{Z}^d}$ is also an $s$-localized Riesz generator for $V^2(\Phi)$, and its components also satisfy (17). Therefore, using Lemma 10 once again, we get

$$|\langle \tilde{\Phi}_k, \Psi^T \rangle| = |(\tilde{\Phi} \ast \mu^T)(x_j - k)| \leq D_1(1 + |x_j - k|)^{-s},$$

for some $D_1 > 0$ independent of $j \in J$ and $k \in \mathbb{Z}^d$. Hence, $\{\Psi_x\}$ satisfies all conditions of Definition 8.

We conclude this subsection with the proof of the main result of Section II.2.2.

**Proof of Theorem 2**

*Proof.* Assume the hypotheses of Theorem 2. By Propositions 2 and 4, there exists a $((\mu, X))$-sampling frame $\{\Psi_x\}_{j \in J}$ for $V^2(\Phi)$, which is $s$-localized with respect to the Riesz basis $\{\Phi_k\}_{k \in \mathbb{Z}^d}$ and satisfies

$$\langle f, \Psi_x \rangle = (f \ast \mu^T)(x_j), \text{ for all } f \in V^2(\Phi).$$

Moreover,

$$f = \sum_{j \in J}(f \ast \mu^T)(x_j)\Psi_x, \text{ for all } f \in V^2(\Phi).$$

Consequently, applying Theorem 10(c) in [59], we get

$$f = \sum_{j \in J}(f \ast \mu^T)(x_j)\Psi_x, \text{ for all } f \in V^p(\Phi),$$

where the series converges unconditionally in $V^p(\Phi)$, $1 \leq p < \infty$. Moreover, since $\{\Psi_x\}_{j \in J}$ is an $s$-localized frame with respect to the Riesz basis $\{\Phi_k\}_{k \in \mathbb{Z}^d}$, then Theorem 10(d) in [59] implies that for each $1 \leq p \leq \infty$ there exist $0 < A_p \leq B_p < \infty$ such that

$$A_p\|f\|_{L^p} \leq \|(f \ast \mu^T)(X)\|_{(\ell^p(J))^*} \leq B_p\|f\|_{L^p}, \text{ for all } f \in V^p(\Phi),$$

i.e., $X$ is a $\mu$-sampling set for $V^p(\Phi)$ and the theorem is proved.

**II.3.4 Proofs for Section II.2.3**

For the proof of Theorem 4 we need the following two lemmas. To simplify notation, in this section all unspecified norms are the operator norm $\| \cdot \|_{op}$.

**Lemma 11.** Let the assumptions of Theorem 4 hold. Then

$$\|U^*U - U^*_\Delta U\Delta\| < \varepsilon (e + \beta_p + \beta_q),$$

for $\|\Delta\|_{\infty}$ sufficiently small.
Proof. Let $\epsilon > 0$ be given. Because $\| U^* - U^*_\Delta \|_{p,op} = \| U - U_{\Delta} \|_{q,op} \leq \frac{1}{p} + \frac{1}{q} = 1$, we have that $\| U^* - U^*_\Delta \|_{p,op} \to 0$ as $\| \Delta \|_{\infty} \to 0$ by Lemma 9. Since $\| U - U_{\Delta} \| \to 0$ and $\| U^* - U^*_\Delta \| \to 0$ as $\| \Delta \|_{\infty} \to 0$, then $\| U - U_{\Delta} \| < \epsilon$ and $\| U^* - U^*_\Delta \| < \epsilon$ for $\| \Delta \|_{\infty}$ sufficiently small. Therefore,

$$\| U^* - U^*_\Delta U_{\Delta} \| = \| U^* U - U^* U_{\Delta} + U^* U_{\Delta} - U^*_\Delta U_{\Delta} \|$$

$$= \| U^*(U - U_{\Delta}) + (U^* - U^*_\Delta)U_{\Delta} \|$$

$$\leq \| U^* \| \| U - U_{\Delta} \| + \| U^* - U^*_\Delta \| \| U_{\Delta} \|$$

$$< \beta_q \epsilon + \epsilon (\epsilon + \beta_p)$$

$$= \epsilon (\epsilon + \beta_p + \beta_q),$$

and the lemma is proved. \qed

**Lemma 12.** Let the assumptions of Theorem 4 hold. Then $0 < \nu < 1$, $(U^*_\Delta U_{\Delta})^{-1}$ exists, and $\|(U^*)^{-1} - (U^*_\Delta U_{\Delta})^{-1}\| < \frac{\nu n_p}{1-\nu}$, for $\| \Delta \|_{\infty}$ sufficiently small.

**Proof.** Since $(U^*)^{-1}$ exists,

$$U^*_\Delta U_{\Delta} = U^* U \left( I + (U^*)^{-1} (U^*_\Delta U_{\Delta} - U^* U) \right). \quad (37)$$

Taking into account that $\|(U^*)^{-1}\| \leq n_p$ and Lemma 11 we have

$$\|(U^*)^{-1} (U^*_\Delta U_{\Delta} - U^* U)\| \leq \|(U^*)^{-1}\||U^*_\Delta U_{\Delta} - U^* U\|$$

$$\leq n_p \epsilon (\epsilon + \beta_p + \beta_q)$$

$$< n_p \left( \frac{-\beta_q \epsilon + \sqrt{(\beta_p + \beta_q)^2 + \frac{4}{n_p}}}{2} \right) \left( \frac{(\beta_p + \beta_q) + \sqrt{(\beta_p + \beta_q)^2 + \frac{4}{n_p}}}{2} \right) = 1.$$ 

Hence, $\nu = n_p \epsilon (\epsilon + \beta_p + \beta_q) \in (0, 1)$. To simplify the notation, we define

$$M := U^* U, \quad M_{\Delta} := U^*_\Delta U_{\Delta}, \quad \text{and} \quad N := (U^*)^{-1} (U^*_\Delta U_{\Delta} - U^* U).$$

Since $\| N \| \leq \nu < 1$, then $(I + N)^{-1}$ exists and is given by the Neumann series

$$(I + N)^{-1} = \sum_{q=0}^{\infty} (-1)^q N^q.$$ 

From (37) we obtain

$$M_{\Delta}^1 = [M(I + N)]^{-1} = (I + N)^{-1} M^{-1}. \quad (38)$$

Therefore, $M_{\Delta}^1 = (U^*_\Delta U_{\Delta})^{-1}$ exists.

Now we need to give an upper bound for $\| M^{-1} - M_{\Delta}^{-1} \|$. Using (38) we obtain

$$M^{-1} - M_{\Delta}^{-1} = N(I + N)^{-1} M^{-1}.$$ 
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Consequently,
\[
\| M^{-1} - M_\Delta^{-1} \| \leq \| N \| (I + N)^{-1} \| M^{-1} \| \leq \frac{\| N \|}{1 - \| N \|} \| M^{-1} \| \leq \frac{\nu n_p}{1 - \nu}.
\]
and the lemma is proved.

**Proof of Theorem 4.**

**Proof.** Using the notation from Lemmas 11, 12, and the previous proofs, we get
\[
\| (U^* U)^{-1} U^* - (U^*_\Delta U_\Delta)^{-1} U_\Delta^* \| = \| M^{-1} U^* - M_\Delta^{-1} U_\Delta^* \|
\leq \| M^{-1} U^* - M_\Delta^{-1} U_\Delta^* \| + \| M^{-1} U_\Delta^* - M_\Delta^{-1} U_\Delta^* \|
\leq \| M^{-1} \| \| U^* - U_\Delta^* \| + \| M^{-1} - M_\Delta^{-1} \| \| U_\Delta^* \|
\leq n_p \epsilon + \frac{\nu n_p}{1 - \nu} (\| U^* - U_\Delta^* \| + \| U^* \|)
\leq n_p \epsilon + \frac{\nu n_p}{1 - \nu} (\epsilon + \beta_q)
= n_p \left( \epsilon + \frac{\nu (\epsilon + \beta_q)}{1 - \nu} \right),
\]
for \( \| \Delta \|_\infty \) sufficiently small.

**Proof of Theorem 5.**

**Proof.** Let \( U_\Delta \) be the sampling operator for a perturbed sampling model \((X + \Delta, \Theta, \overline{\alpha})\). Let also \( C \in (\ell^p(\mathbb{Z}^d))^r, f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k, \) and \( g = \sum_{k \in \mathbb{Z}^d} C_k^T \Theta_k \). We have that \( U_\Delta C = (g * \overline{\alpha})(X), U C = (f * \overline{\mu})(X), \) and \( RD = \sum_{k \in \mathbb{Z}^d} [(U^* U)^{-1} U^* D]_k \Phi(\cdot - k) \). Thus, \( R(U C) = f \), and using (6) we get
\[
\| R((g * \overline{\alpha})(X + \Delta)) - f \|_{L^p} \leq M_p \| (U^* U)^{-1} U^* U_\Delta C - C \|_{L^p}.
\]
Using the fact that \( C = (U^* U)^{-1} U^* U C \) and (6) we get
\[
\| R((g * \overline{\alpha})(X + \Delta)) - f \|_{L^p} \leq \frac{M_p}{m_p} \| (U^* U)^{-1} U^* \| \| U_\Delta - U \| \| f \|_{L^p},
\]
where as before \( U_\Delta \) is associated with the sampling model \((X + \Delta, \Theta, \alpha)\), and \( U \) is associated with \((X, \Phi, \mu)\). The result is now immediate.

**Proof of Theorem 6.**

**Proof.** Assume the hypotheses of Theorem 6. From Theorem 2 we know that, in this case, the sampling model \((X, \Phi, \overline{\mu})\) is \( p \)-stable for every \( p \in [1, \infty] \). Hence, in view of Theorem 5, the only thing that we need to prove is that the operator \( U^* U \) is invertible for all \( p \in [1, \infty] \) and not just for \( p = 2 \).
Taking into account that for each \(1 \leq i \leq r\) and \(1 \leq l \leq t\) the entries of the matrix of the operator \(U_{l,i}^{1}\) satisfy
\[
|(U_{l,i}^{1})_{j,k}| = |(\phi^i \ast \mu^l)(x_j - k)| \leq C_1(1 + |x_j - k|)^{-s},
\]
for some \(C_1 > 0\) independent of \(j \in J\) and \(k \in \mathbb{Z}^d\), it follows from Lemma 3 in [59] that the matrix of \(U\) defines a bounded linear operator from \((\ell^p(\mathbb{Z}^d))^r \to (\ell^p(J))^t\) for all \(1 \leq p \leq \infty\). Hence, \(U^*\) is also well defined as a bounded linear operator from \((\ell^p(J))^t \to (\ell^p(\mathbb{Z}^d))^r\), and, therefore, \(U^*U : (\ell^p(\mathbb{Z}^d))^r \to (\ell^p(\mathbb{Z}^d))^r\) is a well defined and bounded operator for all \(1 \leq p \leq \infty\). On the other hand, since the operator \(U^*U\) is invertible on \((\ell^2(\mathbb{Z}^d))^r\) and its components \((M_{i,l}^{1})_{j,k}, 1 \leq i \leq r, 1 \leq l \leq r,\) satisfy a decay condition
\[
|(M_{i,l}^{1})_{j,k}| \leq C_2(1 + |x_j - k|)^{-s},
\]
for some \(C_2 > 0\) independent of \(j \in J\) and \(k \in \mathbb{Z}^d\), then Jaffard’s Lemma (see Theorem 5 in [59]) implies that \((U^*U)^{-1} : (\ell^2(\mathbb{Z}^d))^r \to (\ell^2(\mathbb{Z}^d))^r\) is also a bounded linear operator defined by a matrix satisfying the same off-diagonal decay condition as \(U^*U\). Consequently, using Lemma 3 in [59] once again, we get that the matrix of \((U^*U)^{-1}\) defines a bounded linear operator on \((\ell^p(\mathbb{Z}^d))^r\) for all \(1 \leq p \leq \infty\). The theorem is proved. \(\square\)
In this chapter we study the reconstruction of a signal $f$ belonging to a shift-invariant space $V^p(\Phi)$ for some $1 \leq p \leq \infty$ (see (4) on page 9) from the set of non-uniformly distributed local sampled values. We show that if the set of sampling $X = \{x_j\}_{j \in J} \subset \mathbb{R}^d$ satisfies a necessary density condition, then $f$ can be recovered from its samples geometrically fast using an iterative algorithm. In addition, the algorithm is analyzed when the samples of the signal are perturbed by noise, and it is shown the reconstruction error is continuously controlled by the perturbation of the samples of the signal. Furthermore, if we assume that $X$ is a separated set, then it is shown that $X$ is a set of sampling and explicit stability bounds are given.

Let $J$ be a countable index set and $X = \{x_j : j \in J\}$ be a subset of $\mathbb{R}^d$. The sampling-reconstruction problem in this chapter consists of recovering a function $f \in V^p(\Phi)$ from the knowledge of its samples

$$\left\{g_{x_j}(f) = \int_{\mathbb{R}^d} f(x)d\mu_{x_j}(x)\right\}_{j \in J},$$

where $\mu = \{\mu_{x_j}\}_{j \in J}$ is a countable collection of finite complex Borel measures on $\mathbb{R}^d$ satisfying the following properties:

1. There exists $a_1 > 0$ such that $\text{supp } \mu_{x_j} \subset x_j + [-a_1, a_1]^d$, for all $j \in J$,
2. There exists $M > 0$ such that $\|\mu_{x_j}\| \leq M$, for all $x_j \in X$; and
3. $\int_{\mathbb{R}^d} d\mu_{x_j} = 1$, for all $j \in J$.

The following definition is a slightly different version of Definition 1 adapted to the model we are working with in this chapter.

**Definition 10.** Let $1 \leq p \leq \infty$ and $X = \{x_j : j \in J\}$ be a countable subset of $\mathbb{R}^d$. We say that $X$ is a set of sampling for $V^p(\Phi)$ and $\mu = \{\mu_{x_j}\}_{j \in J}$ if there exist constants $0 < A_p \leq B_p < \infty$ such that

$$A_p\|f\|_{L^p} \leq \|\{g_{x_j}(f)\}\|_{p(J)} \leq B_p\|f\|_{L^p}, \text{ for all } f \in V^p(\Phi). \quad (40)$$

$A_p$ and $B_p$ are called the stability bounds.

**Remark 13.** If in the above definition we let $p = 2$, then applying the Riesz representation theorem, it follows that (40) is the definition of Frame. Thus, $f$ can be reconstructed from its samples via dual frame expansion.

**Definition 11.** A set $X = \{x_j : j \in J\} \subset \mathbb{R}^d$ is $\gamma$-dense in $\mathbb{R}^d$ if

$$\mathbb{R}^d = \bigcup_j B_r(x_j), \quad \forall r \geq \gamma,$$

where $B_r(x_j)$ is the open ball of radius $r$ centered at $x_j$.
where \( B_r(x_j) = \prod_{i=1}^{d} [x_j^i - r, x_j^i + r] \).

**Definition 12.** A set \( X = \{ x_j : j \in J \} \subset \mathbb{R}^d \) is called a separated set if there exists \( \delta > 0 \) such that \( \inf_{j \neq i} |x_j - x_i| \geq \delta \). The positive constant \( \delta \) is called a separation constant.

**Definition 13.** A bounded partition of unity adapted to \( \{ B_\gamma(x_j) \}_{j \in J} \) and associated with the sampling set \( X \) is a set of functions \( \{ \beta_j \}_{j \in J} \) that satisfies:

1. \( 0 \leq \beta_j \leq 1, \forall j \in J \);
2. \( \text{supp} \beta_j \subset B_\gamma(x_j) \); and
3. \( \sum_{j \in J} \beta_j = 1 \).

Now we shall define two operators that will be used in the next section for reconstructing signals from their samples using an iterative algorithm.

Given a bounded partition of unity \( \{ \beta_j \}_{j \in J} \) associated with the sampling set \( X \), we define the operator \( A_X \) on \( V^p(\Phi) \) as follows

\[
A_X f = \sum_{j \in J} g_{x_j}(f) \beta_j.
\] (41)

The quasi-interpolant operator \( Q_X \) is defined on sequences \( c = \{ c_j \}_{j \in J} \in \ell^p(J) \) by

\[
Q_X c = \sum_{j \in J} c_j \beta_j.
\] (42)

If \( f \in W_0^p \), we write

\[
Q_X f = \sum_{j \in J} f(x_j) \beta_j
\] (43)

for the quasi-interpolant of the sequence \( c_j = f(x_j) \).

**Remark 14.** Note that if \( \mu_{x_j} = \delta_{x_j} \), for all \( j \in J \), where \( \delta_{x_j} \) is the Dirac measure on \( \mathbb{R}^d \) concentrated at \( x_j \), then \( A_X = Q_X \).

### III.1 Main Results

In this section we collect the main results of this chapter.

**Theorem 7.** Let \( \Phi \in (W_0^1)^{(*)} \), \( 1 \leq p \leq \infty \), and \( P \) be a bounded projection from \( L^p(\mathbb{R}^d) \) onto \( V^p(\Phi) \). Then there exists a density \( \gamma_0 = \gamma_0(\Phi, P, p) > 0 \), and \( a_0 = a_0(\Phi, P, p) > 0 \) such that every \( f \in V^p(\Phi) \) can be recovered from the data \( \{ g_{x_j}(f) \}_{j \in J} \) on any \( \gamma \)-dense set \( X = \{ x_j \}_{j \in J} \) \( (0 < \gamma \leq \gamma_0) \) for any support size condition (for \( \mu \)) \( 0 < a \leq a_0 \) by the following iterative algorithm:

\[
f_1 = P A_X f, \quad f_{n+1} = P A_X (f_n - f) + f_n.
\] (44)
In this case the sequence \( \{ f_n \}_{n \geq 1} \) converges to \( f \) in the \( W^p \) norm, hence both in the \( L^p(\mathbb{R}^d) \), and uniformly. The convergence is geometric, that is,

\[
\| f_n - f \|_{L^p(\mathbb{R}^d)} \leq \| f_n - f \|_{W^p} \leq c_p \alpha^n \| f \|_{W^p},
\]

for some \( \alpha = \alpha(p, \gamma, a, \Phi, p) < 1 \), and for some \( 0 < c_p < \infty \) independent of \( f \) and \( n \in \mathbb{N} \).

**Remark 15.** Notice that since \( \Phi \in (W^1_0)^{(r)} \), then by Theorem 6.2 in [10] the existence of a bounded projection \( P \) is guaranteed for all \( p \in [1, \infty] \), and in this case it is given by \( P f = \sum_{k \in \mathbb{Z}^d} \langle f, \tilde{\Phi}(\cdot - k) \rangle \Phi(\cdot - k) \), where \( \{ \tilde{\Phi}_k \}_{k \in \mathbb{Z}^d} \) is the canonical dual Riesz basis associated to \( \{ \Phi_k \}_{k \in \mathbb{Z}^d} \). Here \( \langle f, \tilde{\Phi} \rangle = (\langle f, \bar{\phi}^1 \rangle, \ldots, \langle f, \bar{\phi}^r \rangle) \in \mathbb{C}^r \), \( \langle f, \bar{\phi}^i \rangle = \int_{\mathbb{R}^d} f(z) \bar{\phi}^i(z) dz \), for \( 1 \leq i \leq r \), and \( \bar{\phi} \) denotes the complex conjugate of \( \phi \).

The next result shows that if the hypothesis of Theorem 7 holds, and \( X \) is also a separated set, then \( X \) is a set of sampling for \( V^p(\Phi) \) and \( \mu \), and explicit stability bounds are given.

**Theorem 8.** Let \( \Phi \in (W^1_0)^{(r)} \) be given. If \( X \) is separated with separation constant \( \delta > 0 \), and \( P \) is a bounded projection from \( L^p(\mathbb{R}^d) \) onto \( V^p(\Phi) \), then \( X \) is a set of sampling for \( V^p(\Phi) \) and \( \mu \) with stability bounds given by

\[
A_p = \frac{1 - \alpha}{3^d \| P \|_{\text{op}} \mu^1/p'}, \quad (45)
\]

and

\[
B_p = \frac{MN^{1/p3d/p} \mu \| \Phi \|_{W^1(\mathbb{R}^d)}}{m_p}, \quad (46)
\]

where \( N = N(\delta, p, d) = (\lceil \frac{\sqrt{d}}{\delta} \rceil + 1)^d \), \( \frac{1}{p} + \frac{1}{p'} = 1 \), \( \lceil t \rceil \) denotes the biggest integer lower than or equal to \( t \), \( m_p \) is the lower bound constant in condition (6), \( \| P \|_{\text{op}} \) is the operator norm of \( P \), and \( M > 0 \) is the uniform upper bound for the total variations of the elements in the collection \( \mu \).

### III.1.1 Reconstructing in the presence of noise

Now we investigate the algorithm (44) in the case of noisy samples \( \{ f_j \}_{j \in J} \in \ell^p(J) \), but we do not assume that and \( \{ f_j \}_{j \in J} \) are samples of a function \( f \in V^p(\Phi) \). Given \( \{ \beta_j \}_{j \in J} \), a bounded partition of unity associated with \( X \), we use the initialization:

\[
f_1 = P Q_X \{ f_j \}, \quad f_{n+1} = f_1 + (I - PA_X)f_n, \quad \forall n \geq 1, \quad (47)
\]

and we have the following result.

**Theorem 9.** Let \( \Phi \in (W^1_0)^{(r)} \), \( \{ f_j \}_{j \in J} \in \ell^p(J) \), and \( P \) a bounded projection from \( L^p(\mathbb{R}^d) \) onto \( V^p(\Phi) \) be given. Then the algorithm (47) converges to a function \( f_\infty \in V^p(\Phi) \), which satisfies \( PA_X f_\infty = P Q_X \{ f_j \} \).
As a consequence of Theorems 7 and 9, the next result shows the stability of the sampling-reconstruction.

**Theorem 10.** Let $\Phi \in (W_0^1)^{(r)}$, $P$ a bounded projection from $L^p(\mathbb{R}^d)$ onto $V_p(\Phi)$ be given, and assume that $X$ is a separated set. Let $\{f_j\}_{j \in J} \in \ell^p(J)$, and $f \in V_p(\Phi)$ with sampled values $\{g_{X_j}(f)\}_{j \in J}$ be given. Then the following holds:

$$
\|f - f_\infty\|_{L^p} \leq \frac{3d\max\{1, p\} \|P\|_{\text{op}} \|\{g_{X_j}(f) - f_j\}\|_{\ell^p(J)}}{1 - \alpha},
$$

where $N = (\lceil \sqrt{d} \rceil + 1)^d$, $\frac{1}{p} + \frac{1}{p'} = 1$, $\alpha = \|I - P A_X\|_{\text{op}}$, $f_\infty \in V_p(\Phi)$ is the function given in Theorem 9, and $\delta > 0$ is the separation constant of the set $X$.

### III.2 Proofs

#### III.2.1 Auxiliary results

We begin this section with two results that are needed for the main proofs.

The first lemma will be stated without proof. The proof of this lemma can be found in [4] Lemmas 5.1 and 5.2, and in [10] Lemma 8.1.

**Lemma 13.** Let $\Phi \in (W_0^1)^{(r)}$, and $f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k$, where $C \in (\ell^p(\mathbb{Z}^d))^{(r)}$. Then:

1. The oscillation $\text{osc}_\gamma (f)$ belongs to $W^p$.
2. The oscillation $\text{osc}_\gamma \Phi$ satisfies

   $$
   \|\text{osc}_\gamma \Phi\|_{(W^1)^{(r)}} \leq ((1 + 2[\gamma]) \|\Phi\|_{(W^1)^{(r)}}, \tag{49}
   $$

   and $\|\text{osc}_\gamma \Phi\|_{(W^1)^{(r)}} \to 0$ as $\gamma \to 0$.

3. If $|\nabla \Phi| \in (W_0^1)^{(r)}$, then

   $$
   \|\Phi\|_{(W^1)^{(r)}} \leq \gamma (2[\gamma] + 1)^d \|\nabla \Phi\|_{(W^1)^{(r)}} \tag{50}
   $$

4. The oscillation $\text{osc}_\gamma (f)$ satisfies

   $$
   \|\text{osc}_\gamma (f)\|_{W^p} \leq C \|\text{osc}_\gamma \Phi\|_{(W^1)^{(r)}}, \quad \forall C \in (\ell^p(\mathbb{Z}^d))^{(r)}. \tag{51}
   $$

   In particular, $\|\text{osc}_\gamma (f)\|_{W^p} \to 0$ as $\gamma \to 0$. Moreover,

   $$
   \|Q_x f\|_{L^p} \leq \|Q_x f\|_{W^p} \leq ((1 + 2[\gamma])^d + 2) \|C\|_{(\ell^p(\mathbb{Z}^d))^{(r)}} \|\Phi\|_{(W^1)^{(r)}}, \quad \forall C \in (\ell^p(\mathbb{Z}^d))^{(r)}. \tag{52}
   $$

**Lemma 14.** Let $\Phi \in (W_0^1)^{(r)}$ be given. Let $P$ be a bounded projection from $L^p(\mathbb{R}^d)$ onto $V_p(\Phi)$. Then there exist $\gamma_0 = \gamma_0(\Phi, P, p) > 0$, and $\alpha_0 = \alpha_0(\Phi, P, p) > 0$ such
that for any $0 < a \leq a_0$, the operator $I - P A_X$ is a contraction on $V^p(\Phi)$ for any $\gamma$-dense set $X$ with $0 < \gamma \leq \gamma_0$.

**Proof.** Let $P$ be a bounded projection from $L^p(\mathbb{R}^d)$ onto $V^p(\Phi)$, and $f = \sum_{k \in \mathbb{Z}^d} C_k^T \Phi_k$, where $C \in (\ell^p(\mathbb{Z}^d))^{(r)}$ be given. Then

$$
|f(x) - (Q_X f)(x)| = \left| f(x) - \sum_{j \in J} f(x_j) \beta_j(x) \right|
= \left| \sum_{j \in J} (f(x) - f(x_j)) \beta_j(x) \right|
\leq \sum_{j \in J} |f(x) - f(x_j)| \beta_j(x)
\leq \text{osc}_\gamma (f)(x) \sum_{j \in J} \beta_j(x) = \text{osc}_\gamma (f)(x).
$$

From this pointwise estimate and (51) we obtain

$$
\|f - Q_X f\|_{L^p} \leq \|f - Q_X f\|_{W^p}
\leq \|\text{osc}_\gamma (f)\|_{W^p} \leq \|C\|_{(\ell^p(\mathbb{Z}^d))^{(r)}} \|\text{osc}_\gamma \Phi\|_{(W^1)^{(r)}}
\leq \frac{1}{m_p} \|f\|_{L^p} \|\text{osc}_\gamma \Phi\|_{(W^1)^{(r)}},
$$

where we have used condition (6) in the last inequality. Consequently,

$$
\|f - Q_X f\|_{L^p} \leq \frac{1}{m_p} \|f\|_{L^p} \|\text{osc}_\gamma \Phi\|_{(W^1)^{(r)}}. \quad (53)
$$

On the other hand,

$$
|(Q_X f - A_X f)(x)| = \left| \sum_{j \in J} (f(x_j) - g_{x_j}(f)) \beta_j(x) \right|
= \left| \sum_{j \in J} \left( \int_{\mathbb{R}^d} (f(x_j) - f(z)) d\mu_{x_j}(z) \right) \beta_j(x) \right|
\leq \sum_{j \in J} \int_{\mathbb{R}^d} |f(x_j) - f(z)| d\mu_{x_j}(z) \beta_j(x)
\leq \sum_{j \in J} \text{osc}_a (f)(x_j) \beta_j(x) \int_{\mathbb{R}^d} d\mu_{x_j}(z)
\leq M \sum_{j \in J} \text{osc}_a (f)(x_j) \beta_j(x)
\leq M \sum_{j \in J} \left( \sum_{i=1}^{r} \sum_{k \in \mathbb{Z}^d} |c_k^i| \text{osc}_a (\phi^i)(x_j - k) \right) \beta_j(x).
$$
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Using Lemma 13, condition (6), Triangular inequality, and the above pointwise estimate, we have

\[ \| Q_X f - A_X f \|_{L^p} \leq \frac{M}{m_p}((1 + 2\lceil \gamma \rceil)^d + 2)\| \text{osc}_a \Phi \|_{(W^1)^r} \| f \|_{L^p}. \]  

Since \( f \in V^p(\Phi) \), then \( Pf = f \). Therefore,

\[ \| f - P A_X f \|_{L^p} \leq \| P f - P Q_X f \|_{L^p} + \| P Q_X f - P A_X f \|_{L^p}, \]

Using now (53), (54), and the above inequality we get

\[ \| f - P A_X f \|_{L^p} \leq \| P \|_{op} \frac{m_p}{m_p} \left( \| \text{osc}_\gamma \Phi \|_{(W^1)^r} + M((1 + 2\lceil \gamma \rceil)^d + 2)\| \text{osc}_a \Phi \|_{(W^1)^r} \right) \| f \|_{L^p}. \]  

(55)

Let \( 0 < \epsilon < \frac{m_p}{\| P \|_{op}} \) be given. Since \( \| \text{osc}_\gamma \Phi \|_{(W^1)^r} \to 0 \) as \( \gamma \to 0^+ \), then there exists \( \gamma_0 = \gamma_0(\epsilon, \Phi, P, p) > 0 \), and \( a_0 = a_0(\epsilon, \Phi, P, p) > 0 \) such that

\[ \| \text{osc}_\gamma \Phi \|_{(W^1)^r} \leq \frac{\epsilon}{2}, \quad \text{for all} \quad 0 < \gamma \leq \gamma_0, \]

and

\[ M((1 + 2\lceil \gamma \rceil)^d + 2)\| \text{osc}_a \Phi \|_{(W^1)^r} \leq \frac{\epsilon}{2}, \quad \text{for all} \quad 0 < a \leq a_0. \]

Choosing \( \gamma_0 \) and \( a_0 \) so that for any \( 0 < \gamma \leq \gamma_0 \), and \( 0 < a \leq a_0 \) we have

\[ \| f - P A_X f \|_{L^p} \leq \frac{\epsilon\| P \|_{op}}{m_p} \| f \|_{L^p}, \]

then the conclusion of the lemma follows.

III.2.2 Proofs for Section III.1

Now we are ready to prove the main results of this chapter.

**Proof of Theorem 7.**

Let \( e_n = f - f_n \) be the error after \( n \) iterations of the algorithm (44). Then the sequence \( \{e_n\}_{n \in \mathbb{N}} \) satisfies

\[ e_{n+1} = f - f_{n+1} = f - f_n - P A_X (f - f_n) = (I - P A_X)(f - f_n) = (I - P A_X)(e_n). \]

By using Lemma 14, there exist a density \( \gamma_0 > 0 \), and \( a_0 > 0 \) such that for any \( 0 < \gamma \leq \gamma_0 \), and \( 0 < a \leq a_0 \), \( I - P A_X \) is a contraction on \( V^p(\Phi) \). Therefore, by taking
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\( \alpha := \| I - PA_X \|_{op} < 1 \), we have
\[
\|e_{n+1}\|_{L^p} \leq \alpha \|e_n\|_{L^p},
\]
and by induction it follows that
\[
\|e_{n+1}\|_{L^p} \leq \alpha^{n+1} \|f\|_{L^p}, \tag{56}
\]
and \( \|e_n\|_{L^p} \to 0 \) geometrically fast. Since for \( V^p(\Phi) \) the \( W^p \) norm, and the \( L^p \) norm are equivalent, then (56) also holds in the \( W^p \) norm and uniformly on \( \mathbb{R}^d \), and Theorem 7 is proved.

**Proof of Theorem 8.**

*Proof.* Note that by hypothesis and Lemma 14 we have that there exists \( \gamma_0 > 0 \) such that \( I - PA_X \) is a contraction for any \( \gamma \)-dense set \( X \) with \( 0 < \gamma \leq \gamma_0 \). Hence, \( \alpha = \| I - PA_X \|_{op} < 1 \). Thus, the operator \( PA_X \) is invertible on \( V^p(\Phi) \). It is not hard to show that \( PA_X \) and \( (PA_X)^{-1} \) satisfy:
\[
1 - \alpha \leq \| PA_X \|_{op} \leq 1 + \alpha, \tag{57}
\]
and
\[
\frac{1}{1 + \alpha} \leq \| (PA_X)^{-1} \|_{op} \leq \frac{1}{1 - \alpha}. \tag{58}
\]

Let us show (45). Let \( f \in V^p(\Phi) \) be given. From the definition of the operators \( A_X \) and \( Q_X \), it follows that \( A_X f = Q_X \{ g_{x_j}(f) \} \), and thus, \( PA_X f = P Q_X \{ g_{x_j}(f) \} \). Therefore, \( f = (PA_X)^{-1} P Q_X \{ g_{x_j}(f) \} \). Consequently,
\[
\|f\|_{L^p} \leq \|(PA_X)^{-1}\|_{op} \| P \|_{op} \| Q_X \|_{op} \| \{ g_{x_j}(f) \} \|_{\ell^p(J)} \leq \frac{\| P \|_{op} \| Q_X \|_{op}}{1 - \alpha} \| \{ g_{x_j}(f) \} \|_{\ell^p(J)}.
\]

In order to complete the proof of (45), we need an upper estimate for \( \| Q_X \|_{op} \). Let \( \chi \) be the characteristic function of the set \( B_\gamma(0) + [0,1]^d \). Clearly, we may assume without loss of generality that \( 0 < \gamma < 1 \). Since \( 0 \leq \beta_j \leq 1 \), and \( \text{supp} \beta_j \subset B_\gamma(x_j) \), then for all \( x_j \in k + [0,1]^d \), \( \beta_j(x) \leq \chi(x - k) \). Therefore,
\[
|Q_X c| = \left| \sum_{j \in J} c_j \beta_j(x) \right| \leq \sum_{k \in \mathbb{Z}^d} \left( \sum_{j : x_j \in k + [0,1]^d} |c_j| \right) \chi(x - k),
\]
and by (25) we have
\[
\| Q_X c \|_{W^p} \leq \left( \sum_{k \in \mathbb{Z}^d} \left( \sum_{j : x_j \in k + [0,1]^d} |c_j| \right)^p \right)^{1/p} \| \chi \|_{W^1}.
\]
Since $X$ is a separated set with separation constant $\delta > 0$, then there are at most $N = N(\delta, p, d) = ([\sqrt{\delta}] + 1)^d$ sampling points $x_j$ in each cube $k + [0, 1]^d$. By applying Hölder’s inequality, we get

$$\left( \sum_{j:x_j \in k+[0,1]^d} |c_j|^p \right)^{1/p} \leq N^{1/p'} \sum_{j:x_j \in k+[0,1]^d} |c_j|^p,$$

where $1/p + 1/p' = 1$. Consequently,

$$\|Q_X c\|_{W^p} \leq N^{1/p'} \|\{c_j\}\|_{\ell^p(J)} \|\chi\|_{W^1}.$$ 

An easy computation using induction on $d \in \mathbb{N}$ shows that $\|\chi\|_{W^1} = 3^d$. Therefore,

$$\|Q_X c\|_{W^p} \leq 3^d N^{1/p'} \|\{c_j\}\|_{\ell^p(J)},$$

and

$$\|Q_X\|_{op} \leq 3^d N^{1/p'}.$$  \hspace{1cm} (59)

Hence,

$$\frac{1 - \alpha}{3^d \|P\|_{op} N^{1/p'}} \|f\|_{L^p} \leq \|\{g_{x_j}(f)\}\|_{\ell^p(J)}, \quad \text{for all } f \in V^p(\Phi).$$

Let us show (46). Note that

$$\sum_{x_j \in k+[0,1]^d} |g_{x_j}(f)|^p = \sum_{x_j \in k+[0,1]^d} \left| \int_{\mathbb{R}^d} f(z) d\mu_{x_j}(z) \right|^p \leq \sum_{x_j \in k+[0,1]^d} \|\mu_{x_j}\|^p \left( \int_{\mathbb{R}^d} |f(z)| \frac{d|\mu_{x_j}(z)|}{\|\mu_{x_j}\|} \right)^p \leq \sum_{x_j \in k+[0,1]^d} \|\mu_{x_j}\|^p \int_{\mathbb{R}^d} |f(z)|^p \frac{d|\mu_{x_j}(z)|}{\|\mu_{x_j}\|} \leq M^p \sum_{x_j \in k+[0,1]^d} \text{esssup}_{z \in x_j + [-a,a]^d} |f(z)|^p.$$ 

Since $X$ is a separated set, then there exist at most $N = N(\delta, p, d) = ([\sqrt{\delta}] + 1)^d$ sampling points in each cube $k + [0,1]^d$. Assuming without loss of generality that $0 < a \leq 1$, then

$$\sum_{x_j \in k+[0,1]^d} |g_{x_j}(f)|^p \leq M^p 3^d N \text{esssup}_{z \in k+[0,1]^d} |f(z)|^p.$$
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Consequently, by taking the sum over $k \in \mathbb{Z}^d$ in the above inequality, we obtain:

$$\| \{ g_{x_j}(f) \} \|_{\ell^p(J)} \leq M N^{1/p^d/p} \| f \|_{W^p} \leq M N^{1/p^d/p} \| C \|_{L_p(\mathbb{Z}^d)} \| \Phi \|_{L^1(\mathbb{Z}^d)} \leq \frac{M N^{1/p^d/p} \| \Phi \|_{L^1(\mathbb{Z}^d)}}{m_p} \| f \|_{L^p},$$

and Theorem 8 is proved. 

\[ \square \]

**Proof of Theorem 9.**

**Proof.** Assume the hypothesis of Theorem 9 holds. From Lemma 14, the operator $I - PA_X$ is a contraction. Consequently, the sequence $\{ f_n \}_{n \geq 1}$ defined by algorithm (47) converges to a function $f_\infty \in V^p(\Phi)$. Taking limits in both sides of (47) as $n \to \infty$, we have:

$$f_\infty = f_1 + (I - PA_X)f_\infty.$$ 

Therefore, $f_1 - PA_Xf_\infty = 0$. Taking into account that $f_1 = P Q_X \{ f'_j \}$, then the conclusion of Theorem 9 follows. 

\[ \square \]

**Proof of Theorem 10.**

**Proof.** Assume that the hypothesis of Theorem 10 holds. By Lemma 14, there exists $\gamma_0 > 0$ such that the operator $I - PA_X$ is a contraction on $V^p(\Phi)$ for any $\gamma$-dense set $X$ with $0 < \gamma \leq \gamma_0$. Hence, $\alpha = \| I - PA_X \|_{op} < 1$, the operator $PA_X$ is invertible, and (58) takes place. On the other hand, from the definition of the operators $A_X$ and $Q_X$, it follows that $A_X f = Q_X \{ g_{x_j}(f) \}$, and thus, $PA_X f = P Q_X \{ g_{x_j}(f) \}$. Therefore, $f = (PA_X)^{-1} P Q_X \{ g_{x_j}(f) \}$. Applying now Theorem 9, we have that there exists a function $f_\infty \in V^p(\Phi)$ such that $PA_X f_\infty = P Q_X \{ f'_j \}$. Hence, $f_\infty = (PA_X)^{-1} P Q_X \{ f'_j \}$. Consequently,

$$\| f - f_\infty \|_{L^p} \leq \| (PA_X)^{-1} \|_{op} \| P Q_X \|_{op} \| \{ g_{x_j}(f) - f'_j \} \|_{\ell^{p}(J)} \leq \frac{\| P Q_X \|_{op} \| \{ g_{x_j}(f) - f'_j \} \|_{\ell^{p}(J)}}{1 - \alpha} \leq \frac{\| P \|_{op} \| Q_X \|_{op} \| \{ g_{x_j}(f) - f'_j \} \|_{\ell^{p}(J)}}{1 - \alpha}.$$ 

Now the conclusion of Theorem 10 follows using (59). 

\[ \square \]
CHAPTER IV

ON THE CONSTRUCTION OF OPTIMAL NON-LINEAR SIGNAL MODELS

IV.1 Main Results

Recent research and new paradigms in mathematics, engineering, and science assume non-linear signal models of the form $\mathcal{M} = \bigcup_{i \in I} C_i \subset \mathcal{H}$ consisting of a union of closed subspaces $C_i \subset \mathcal{H}$ instead of a single closed subspace $\mathcal{M} = C \subset \mathcal{H}$, where $\mathcal{H}$ is a Hilbert space describing signals. The problem is to determine the signal model from a set of observed data $\mathcal{F} = \{f_1, \ldots, f_m\}$. For the purposes of modeling, the subspaces $C_i$ must be restricted and assumed to belong to some class of closed subspaces $\mathcal{C}$ (the assumption on $\mathcal{C}$ depends on the application), e.g., if $\mathcal{H} = \mathbb{C}^d$, then one possible choice of $\mathcal{C}$ is the set $\mathcal{L}_n$ of subspaces of $\mathbb{C}^d$ with dimension less than or equal to $n$. The optimal model compatible with the data $\mathcal{F} = \{f_1, \ldots, f_m\}$ can then be obtained by minimizing the expression

$$ e(\mathcal{F}, \{C_1, \ldots, C_l\}) = \sum_{f \in \mathcal{F}} \min_{1 \leq j \leq l} \text{dist}^2(f, C_j), $$

where $C_j \in \mathcal{C}$ for $j = 1, \ldots, l$. However, depending on $\mathcal{C}$ this expression may not have a minimum. In this chapter we will discuss this problem and produce sufficient conditions over $\mathcal{C}$ for the above non-linear minimization problem to have a solution.

IV.1.1 General Setting

We shall introduce the main notations and definitions that we shall use in this section.

Let $(X, d)$ be a complete metric space. Given a finite set $\mathcal{F} \subset X$ and a closed subset $C$ of $X$, we denote by $E(\mathcal{F}, C)$ the total distance of the data set $\mathcal{F}$ to the closed subset $C$, i.e.,

$$ E(\mathcal{F}, C) = \sum_{f \in \mathcal{F}} d(f, C). \quad (60) $$

We set $E(\mathcal{F}, C) = 0$ for $\mathcal{F} = \emptyset$ and any closed subset $C$ of $X$.

**Definition 14.** Let $\mathcal{C}$ be a collection of closed subsets of $X$. We say that $\mathcal{C}$ has the Minimal Approximation Property (MAP) if for all finite subset $\mathcal{F} \subset X$ there exists $C_0 = C_0(\mathcal{F}) \in \mathcal{C}$ that minimize $E(\mathcal{F}, C)$ over all closed subsets $C \in \mathcal{C}$, that is,

$$ E(\mathcal{F}, C_0) = \min\{E(\mathcal{F}, C) : C \in \mathcal{C}\}. \quad (61) $$

Let us fix $l, m \in \mathbb{N}$ with $1 \leq l \leq m$, and let $\mathcal{F} = \{f_1, \ldots, f_m\}$ be a finite set of points in $X$. 45
Define \( \Xi \) to be the set of sequences of elements in \( C \) of length \( l \), i.e.,

\[
\Xi = \Xi(l) = \{\{C_1, \ldots, C_l\} : C_i \in C, 1 \leq i \leq l\}.
\]

We shall call these finite sequences bundles. For \( C \in \Xi \) with \( C = \{C_1, \ldots, C_l\} \), we define

\[
e(\mathcal{F}, C) = \sum_{f \in \mathcal{F}} \min_{1 \leq j \leq l} d^2(f, C_j).
\]

(62)

**Remark 16.** Note that \( e(\mathcal{F}, C) \) is computed as follows: For each \( f \in \mathcal{F} \) find the closed subset \( C_{j(f)} \in C \) closest to \( f \), compute \( d^2(f, C_{j(f)}) \), and then sum over all values found by letting \( f \) run through \( \mathcal{F} \).

Let us consider the following Problem:

**Problem 1.** Given a finite set \( \mathcal{F} \subset X \),

1. minimize \( e(\mathcal{F}, C) \) over \( C \in \Xi \). That is, find

\[
\inf\{e(\mathcal{F}, C) : C \in \Xi\}.
\]

(63)

2. Find a bundle \( C_0 \in \Xi \), if it exists, such that

\[
e(\mathcal{F}, C_0) = \min\{e(\mathcal{F}, C) : C \in \Xi\}.
\]

(64)

Any \( C_0 \in \Xi \) satisfying (64) is called a solution to Problem 1.

**Remark 17.** Let \( C \) be a collection of closed subsets of \( X \). If Problem 1 can be solved for any \( l \in \mathbb{N} \), then it can be solved for \( l = 1 \). Therefore, the collection \( C \) of closed subsets of \( X \) has the MAP.

Our next task is to show that if \( C \) has the MAP, then we can solve Problem 1. So, for the rest of this section we shall assume that the collection \( C \) of closed subsets of \( X \) has the MAP.

Let us introduce some definitions and set some notations.

We shall denote by \( \Pi = \Pi_l \) the set of all \( l \)-sequences \( P = \{F_1, \ldots, F_l\} \) of subsets of \( \mathcal{F} \) satisfying the property that for all \( 1 \leq i, j \leq l \),

\[
F_i \subset \mathcal{F}, \mathcal{F} = \bigcup_{s=1}^{l} F_s, \text{ and } F_i \cap F_j = \emptyset \text{ for } i \neq j.
\]

Note that we allow some of the elements \( P \in \Pi \) to be the empty set. We shall call the elements of \( \Pi_l \) partitions of \( \mathcal{F} \).

For \( P \in \Pi_l \), \( P = \{F_1, \ldots, F_l\} \), \( C \in \Xi \), \( C = \{C_1, \ldots, C_l\} \) we define

\[
\Gamma(P, C) = \sum_{i=1}^{l} E(F_i, C_i).
\]

(65)

Note that \( \Gamma \) measures the error between a fixed partition and a fixed bundle.
Given a bundle $C \in \Xi$, $C = \{C_1, \ldots, C_l\}$ there is a subset $\Omega_l(C) \subset \Pi_l$ of best partitions in $\Pi_l$ associated to $C$ defined by $P = \{\mathcal{F}_1, \ldots, \mathcal{F}_l\} \in \Pi_l$ is a member of $\Omega_l(C)$ if it satisfies $f \in \mathcal{F}_j$ implies that $d(f, C_j) \leq d(f, C_r)$, $r = 1, \ldots, l$. Conversely, since $C$ has the MAP, given a partition $P = \{\mathcal{F}_1, \ldots, \mathcal{F}_l\}$, we define a subset $W(P) \subset \Xi$ of best bundles associated to $\mathcal{F}$ by $C_l(P) = \{C_1, \ldots, C_l\} \in \Xi$ is a member of $W(P)$ if $C_i$ is an optimal closed subset for $\mathcal{F}_i$ (in the sense of (61)) for each $i = 1, \ldots, l$.

In what follows when we refer to a best partition associated to a bundle $C$ we will mean any element in $\Omega_l(C)$. Similarly, when we talk of a best bundle associated to a partition $P$, this will mean an element in $W(P)$.

We also consider the set of pairs $(P, C_l(P))$, where $P \in \Pi_l$ and $C_l(P) \in W(P)$. We shall say that a pair $(P_0, C_l(P_0))$ is $\Gamma$-minimal if

$$\Gamma(P_0, C_l(P_0)) \leq \Gamma(P, C_l(P))$$

for all such pairs.

Note that when we try to compute $e(\mathcal{F}, C)$, for each $f \in \mathcal{F}$, we first have to find the closed subset $C_j(f) \in C$ that is closest to $f$ and then compute $\text{dist}^2(f, C_j(f))$. While for $\Gamma$, a partition is given and we compute the distance of each element in the partition to its corresponding closed subset (not the closest one necessarily). In Lemma 15 we shall show that $e$ and $\Gamma$ can indeed be compared.

The next result shows that if the collection $C$ of closed subsets of $X$ satisfies the MAP, then Problem 1 can be solved.

**Theorem 11.** Let $(X, d)$ be a complete metric space and $C$ a collection of closed subsets of $X$ satisfying the MAP. Let $l, m \in \mathbb{N}$ with $l \leq m$, and $\mathcal{F} = \{f_1, \ldots, f_m\}$ a set of points in $X$. Then

1. There exists a bundle $C_0 \in \Xi$ that solves Problem 1 for the data $\mathcal{F}$, that is,

$$e(\mathcal{F}, C_0) = \inf\{e(\mathcal{F}, C) : C \in \Xi\}.$$ 

2. If $(P_0, C_l(P_0))$ is $\Gamma$-minimal pair, then all the elements of $W(P_0)$ are solutions to Problem 1.

3. Furthermore, if $C_0$ is a solution to Problem 1, then there exists $P_0 \in \Pi_l$ such that $C_0 \in W(P_0)$, i.e., $(P_0, C_0)$ is a $\Gamma$-minimal pair.

**Remark 18.** From Remark 17 and Theorem 11 we have that Problem 1 can be solved if and only if the collection of closed subsets $C$ satisfies the MAP.

### IV.1.2 The MAP in Hilbert Spaces. A sufficient condition

In this section we are interested in studying the MAP in Hilbert spaces. We shall show that in a separable Hilbert space, we can provide a sufficient condition so that the MAP takes place. Hence, Problem 1 can be solved.

Let $\mathcal{H}$ be a separable Hilbert space with inner product $< \cdot, \cdot >$ and induced norm $\| \cdot \|$. For $x, y \in \mathcal{H}$, we denote by $\text{dist}(x, y) = \|x - y\|$ the distance form $x$ to $y$. 47
We shall denote the linear space of bounded and linear operators on \( \mathcal{H} \) by \( \mathcal{B}(\mathcal{H}) \). Next, we define the topologies on \( \mathcal{B}(\mathcal{H}) \) we will use in this chapter.

**Definition 15.** Let \( \{ P_n \}_{n \geq 1} \subset \mathcal{B}(\mathcal{H}) \), and \( P \in \mathcal{B}(\mathcal{H}) \).

1. We say that \( P_n \to P \) in the norm operator topology (N.O.T.) if \( \lim_{n \to \infty} \| P_n - P \|_{op} = 0 \), where \( \| P \|_{op} = \sup \{ \| Px \| : \| x \| \leq 1 \} \).
2. We say that \( P_n \to P \) in the strong operator topology (S.O.T.) if \( \lim_{n \to \infty} \| P_n x - P x \| = 0 \), for all \( x \in \mathcal{H} \).
3. We say that \( P_n \to P \) in the weak operator topology (W.O.T.), or in the weak sense, or weakly, if \( \lim_{n \to \infty} < P_n x, y > = < P x, y > \), for all \( x, y \in \mathcal{H} \). Note that this is the weak-* topology on \( \mathcal{B}(\mathcal{H}) \).

**Remark 19.** Note that from the above definition the following implications take place: N.O.T. \( \Rightarrow \) S.O.T. \( \Rightarrow \) W.O.T.

The next result provides a sufficient condition in terms of orthogonal projections in order that the MAP takes place in a separable Hilbert space. Therefore, Problem 1 can be solved.

**Theorem 12.** Let \( \mathcal{C} \) be a collection of closed subspaces in \( \mathcal{H} \). If the collection of orthogonal projections \( \mathcal{P} = \{ P_C \}_{C \in \mathcal{C}} \) is closed w.r.t. the W.O.T. on \( \mathcal{B}(\mathcal{H}) \), then \( \mathcal{C} \) satisfies the MAP.

Recall that for \( 1 \leq n \leq d \), we denote by \( \mathcal{L}_n \) the collection of all subspaces of \( \mathbb{C}^d \) with dimension smaller or equal than \( n \). As a consequence of Theorem 12, we obtain the well-known qualitative version of the Eckart-Young Theorem, that is, \( \mathcal{L}_n \) satisfies the MAP.

**Corollary 6.** Let \( \mathcal{H} = \mathbb{C}^d \), and \( 1 \leq n \leq d \). Then \( \mathcal{L}_n \) satisfies the MAP.

**IV.1.3 A MAP related problem for Unitary Operators**

In this section we study a MAP related problem when we consider a class \( \mathcal{C} \) which is defined in terms of a collection of unitary operators applied to a convex subset of a separable Hilbert space \( \mathcal{H} \), and we obtain an algorithm for constructing particular collections of closed subspaces of \( \mathcal{H} \) for which we a priori know the existence of a minimizer to Problem 1.

Let us consider the following MAP related problem for unitary operators:

**Problem 2.** Let \( \mathcal{S} \) be a fixed and given convex subset of a separable Hilbert space \( \mathcal{H} \) (here we are assuming that \( \mathcal{S} \neq \emptyset \)), \( \mathcal{F} \) is a finite subset of \( \mathcal{H} \), and \( \mathcal{U} \subset \mathcal{B}(\mathcal{H}) \) a collection of unitary operators. We want to find, if it exists, an operator \( U_0 \in \mathcal{U} \) such that

\[
\widehat{H}(\mathcal{F}, U_0) = \inf \{ \widehat{H}(\mathcal{F}, U) : U \in \mathcal{U} \},
\]

where \( \widehat{H}(\mathcal{F}, U) = \sum_{f \in \mathcal{F}} \text{dist}^2(f, US) \).
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Remark 20. Any $U_0$ that satisfies (67) is called a solution to Problem 2. Moreover, if $S = \mathcal{H}$, then any $U \in \mathcal{U}$ is a solution to Problem 2, and in this case we have $\hat{H}(\mathcal{F}, U) = 0$ for all $U \in \mathcal{U}$.

Our next result shows that if the collection $\mathcal{U}$ is weakly closed, then Problem 2 has a solution if $S$ is either a bounded convex subset of $\mathbb{C}^d$ or a closed convex subset of a separable Hilbert space $\mathcal{H}$.

**Theorem 13.** Assume that $\mathcal{U}$ is a collection of unitary operators which is closed w.r.t. the W.O.T. on $\mathcal{B}(\mathcal{H})$. If $S$ is either a bounded convex subset of $\mathbb{C}^d$ or a closed convex subset of the separable Hilbert space $\mathcal{H}$, then Problem 2 has a solution, that is, there exists $U_0 \in \mathcal{U}$ such that

$$\hat{H}(\mathfrak{F}, U_0) = \inf \{ \hat{H}(\mathfrak{F}, U) : U \in \mathcal{U} \}.$$

**Remark 21.** Note that if the collection $\mathcal{U}$ is not weakly closed, then the conclusion of Theorem 13 may fail. For example, if $\mathcal{H} = \mathbb{R}^2$, $\mathfrak{F} = \{(1, 2)\}$, $S$ is the $x$-axis, that is, $S = \text{span}\{(1, 0)\}$, and $\mathcal{U} = \{U_\theta : 0 < \theta < \frac{\pi}{4}\}$, where

$$U_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}, \quad (68)$$

then $\mathcal{U}$ is not weakly closed because the sequence $\{U_n\}_{n \geq 2}$, defined by

$$U_n = \begin{pmatrix} \cos \theta_n & -\sin \theta_n \\ \sin \theta_n & \cos \theta_n \end{pmatrix},$$

with $\theta_n = \frac{1}{n}$, belongs to $\mathcal{U}$, and $\lim_{n \to \infty} U_n = I_2$, where $I_2$ is the $2 \times 2$ identity matrix, does not belong to $\mathcal{U}$. On the other hand, an easy computation shows that minimum of $\hat{H}(\mathfrak{F}, U)$ on $\mathcal{U}$ does not exist.

As a consequence of Theorem 13 we obtain a result that allows us to construct collections of closed subspaces for which Problem 1 can be solved. First, let us introduce some definitions.

**Definition 16.** A hyperplane in $\mathcal{H}$ is any set of the form

$$S = \{ y \in \mathcal{H} : \langle y, x_0 \rangle = c \}, \quad (69)$$

where $x_0 \in \mathcal{H} \setminus \{0\}$ and $c \in \mathbb{C}$.

**Definition 17.** A subset $\mathcal{M}$ is called a closed affine subspace of $\mathcal{H}$ if $\mathcal{M}$ is a translate of a closed subspace of $\mathcal{H}$, that is,

$$\mathcal{M} = v + S, \quad (70)$$

for some $v \in \mathcal{M}$ and some closed subspace $S$ of $\mathcal{H}$.
Definition 18. A subset $C$ of the inner product space $X$ is called a convex cone if $\alpha x + \beta y \in C$ whenever $x, y \in C$ and $\alpha, \beta \geq 0$.

Definition 19. A half-space in a Hilbert space $\mathcal{H}$ is a set of the form
$$S = \{y \in \mathcal{H} : < y, x_0 > \leq c\},$$
or
$$S = \{y \in \mathcal{H} : < y, x_0 > \geq c\},$$
where $x_0 \in \mathcal{H} \setminus \{0\}$ and $c \in \mathbb{R}$.

Remark 22. Every half-space of the form $S = \{y \in \mathcal{H} : < y, x_0 > \geq c\}$ can be written in the form $S = \{y \in \mathcal{H} : < y, x_1 > \leq c_1\}$, where $x_1 = -x_0$ and $c_1 = -c$. Thus, we only need to consider those half-spaces where the defining inequality is $\leq$.

Corollary 7. Assume that $\mathcal{U}$ is a collection of unitary operators which is closed w.r.t. the W.O.T. on $\mathcal{B}(\mathcal{H})$. If $S$ is either a closed subspace, a closed convex cone, a hyperplane, a half-space, or a closed affine subspace, then Problem 2 has a solution, that is, there exists $U_0 \in \mathcal{U}$ such that
$$\tilde{H}(\mathfrak{F}, U_0) = \inf \{\tilde{H}(\mathfrak{F}, U) : U \in \mathcal{U}\}.$$ 

As a consequence of Corollary 7 when $S$ is a closed subspace of $\mathcal{H}$, we obtain the following result that allows us to construct collections of closed subspaces satisfying the MAP.

Corollary 8. Let $\mathcal{U}$ be a collection of unitary operators which is closed w.r.t. the W.O.T. on $\mathcal{B}(\mathcal{H})$. Let $S$ be a fixed and given closed subspace of $\mathcal{H}$. Then the collection of closed subspaces $\mathcal{C}_S := \{US\}_{U \in \mathcal{U}}$ has the MAP.

Remark 23. Note that Corollary 8 provides a ”procedure” for constructing particular collections of closed subspaces in the Hilbert space $\mathcal{H}$ satisfying the MAP, that is, collections of closed subspaces for which we a priori know that Problem 1 can be solved:

1. Pick a closed subspace $S$ in $\mathcal{H}$ (we are assuming that $S \neq \{0\}$, $S \neq \mathcal{H}$).
2. Pick a collection $\mathcal{U}$ of unitary operators which is closed w.r.t. the W.O.T. on $\mathcal{B}(\mathcal{H})$.
3. From Corollary 8 it follows that the collection of closed subspaces $\mathcal{C}_S := \{US\}_{U \in \mathcal{U}}$ has the MAP, that is, Problem 1 can be solved.

Remark 24. At the end of this chapter we shall show that Corollary 6, that is, the qualitative version of the Eckart-Young Theorem, can be also obtained as a consequence of Corollary 8.
IV.2 Proofs

IV.2.1 Proofs for Section IV.1.1

Lemma 15. Let \((P_0, \mathcal{C}_l(P_0))\) be a \(\Gamma\)-minimal pair. Then we have

\[
e(\mathcal{F}, \mathcal{C}_l(P_0)) = \Gamma(P_0, \mathcal{C}_l(P_0)).
\]

(72)

Proof. It is clear that \(e(\mathcal{F}, \mathcal{C}_l(P_0)) \leq \Gamma(P_0, \mathcal{C}_l(P_0))\). Let us show the other inequality. If \(\mathcal{C}_l(P_0) = \{C_1, \ldots, C_l\}\) then for any \(P \in \Omega_l(\mathcal{C}_l(P_0))\) we have

\[
e(\mathcal{F}, \mathcal{C}_l(P_0)) = \sum_{i=1}^{m} \min_{1 \leq j \leq l} \text{dist}^2(f_i, C_j) = \Gamma(P, \mathcal{C}_l(P_0)).
\]

(73)

In addition, \(\Gamma(P, \mathcal{C}_l(P_0)) \geq \Gamma(P, \mathcal{C}_P)\), for \(\mathcal{C}_P \in \mathcal{W}(P)\). Using the minimality of \(\Gamma(P_0, \mathcal{C}_l(P_0))\) given in the hypothesis, we get that \(\Gamma(P, \mathcal{C}_P) \geq \Gamma(P_0, \mathcal{C}_l(P_0))\), and the conclusion of the lemma follows. \(\Box\)

Proof for Theorem 11

Proof. We shall prove that if \((P_0, \mathcal{C}_l(P_0))\) is a \(\Gamma\)-minimal pair, then

\[
e(\mathcal{F}, \mathcal{C}_l(P_0)) \leq e(\mathcal{F}, \mathcal{C}), \forall \mathcal{C} \in \Xi.
\]

For this, let us choose an arbitrary \(\mathcal{C} \in \Xi\). We have that for each \(P \in \Omega_l(\mathcal{C})\)

\[
e(\mathcal{F}, \mathcal{C}) = \Gamma(P, \mathcal{C}).
\]

Clearly \(\Gamma(P, \mathcal{C}) \geq \Gamma(P, \mathcal{C}_l(P))\), for each \(\mathcal{C}_l(P) \in \mathcal{W}(P)\). On the other hand, using the minimality of \(\Gamma(P_0, \mathcal{C}_l(P_0))\), we have

\[
\Gamma(P, \mathcal{C}_l(P)) \geq \Gamma(P_0, \mathcal{C}_l(P_0)).
\]

From Lemma 15 it follows that

\[
e(\mathcal{F}, \mathcal{C}_l(P_0)) = \Gamma(P_0, \mathcal{C}_l(P_0)),
\]

which proves

\[
e(\mathcal{F}, \mathcal{C}_l(P_0)) \leq e(\mathcal{F}, \mathcal{C}).
\]

This shows that if \((P_0, \mathcal{C}_l(P_0))\) is a \(\Gamma\)-minimal pair, then each bundle \(\mathcal{C}_l(P_0)\) solves Problem 1 for the data \(\mathcal{F}\). Since the total number of pairs is finite, then exist minimal pairs. This proves parts (1) and (2) of the Theorem.

For part (3) let \(\mathcal{C}_0 \in \Xi\) be a solution of Problem 1, i.e., \(e(\mathcal{F}, \mathcal{C}_0) \leq e(\mathcal{F}, \mathcal{C})\), for all \(\mathcal{C} \in \Xi\). Consider \(P_0 \in \Omega_l(\mathcal{C}_0)\) and let \(\mathcal{C}_l(P_0) \in \mathcal{W}(P_0)\). Then since \(P_0 \in \Omega_l(\mathcal{C}_0)\)
and by the minimality of $C_0$ we have

$$\Gamma(P_0, C_0) = e(\mathcal{F}, C_0) \leq e(\mathcal{F}, C_l(P_0)) \leq \Gamma(P_0, C_l(P_0)).$$

Therefore, $\Gamma(P_0, C_0) \leq \Gamma(P_0, C_l(P_0))$, but by definition of $\Gamma$, $\Gamma(P_0, C_l(P_0)) \leq \Gamma(P_0, C)$, for any $C \in \Xi$. So, $\Gamma(P_0, C_0) = \Gamma(P_0, C_l(P_0))$ and $C_0 \in W(P_0)$. Moreover, $(P_0, C_0)$ is $\Gamma$-minimal since

$$\Gamma(P_0, C_0) = e(\mathcal{F}, C_0) \leq e(\mathcal{F}, C_l(P)) \leq \Gamma(P, C_l(P)).$$

This complete the proof of the Theorem.

### IV.2.2 Auxiliary results for Section IV.1.2

Given a collection $C$ of closed subspaces of $\mathcal{H}$, we associate the collection $P = \{P_C\}_{C \in C}$ of orthogonal projections from $\mathcal{H}$ onto $C$. Certainly, it is a 1-1 correspondence.

The following Problem is close related related with Problem 1 when $X = \mathcal{H}$.

**Problem 3.** Let $C$ be a collection of closed subspaces in $\mathcal{H}$. Given a finite set of vectors $\mathcal{F} \subset \mathcal{H}$, and the collection $P^\perp = \{P_C^\perp\}_{C \in C}$ of orthogonal projections, find if it exists, $P_0 \in P^\perp$ such that

$$E_1(\mathcal{F}, P_0) = \inf\{E_1(\mathcal{F}, P) : P \in P^\perp\}, \quad (74)$$

where $E_1(\mathcal{F}, P) = \sum_{f \in \mathcal{F}} \|Pf\|^2$.

**Lemma 16.** If Problem 3 has a solution, then the collection of closed subspaces $C$ satisfies the MAP.

**Proof.** Let $C$ be a collection of closed subspaces of $\mathcal{H}$. If $\mathcal{F}$ is a finite subset of $\mathcal{H}$, then

$$E(\mathcal{F}, C) = \sum_{f \in \mathcal{F}} \text{dist}^2(f, C)
= \sum_{f \in \mathcal{F}} \inf\{\|f - g\|^2 : g \in C\} = \sum_{f \in \mathcal{F}} \|f - P_C f\|^2
= \sum_{f \in \mathcal{F}} \|P_C^\perp f\|^2$$

If we consider $\mathcal{F}$ and $P^\perp = \{P_C^\perp\}_{C \in C}$, then taking into account that Problem 3 has a solution, there exists $P_0 \in P^\perp$ such that

$$E_1(\mathcal{F}, P_0) = \inf\{E_1(\mathcal{F}, P) : P \in P^\perp\}.$$  

By setting $C_0 = (P_0(\mathcal{H}))^\perp$, then $C_0 \in C$, and we have
\[ E(\mathcal{F}, C_0) = \sum_{f \in \mathcal{F}} \| f - P_{C_0} f \|^2 = \sum_{f \in \mathcal{F}} \| P_{C_0^\perp} f \|^2 = E_1(\mathcal{F}, P_0) \leq E_1(\mathcal{F}, P) = \sum_{f \in \mathcal{F}} \| P_{C^\perp} f \|^2 = \sum_{f \in \mathcal{F}} \| f - P_{C^\perp} f \|^2 = E(\mathcal{F}, C), \forall C \in \mathcal{C}. \]

Now the conclusion follows. \( \square \)

**Lemma 17.** Let \( f \in \mathcal{H} \) be given, and \( \mathcal{P} \) a collection of orthogonal projections which is closed with respect to(w.r.t.) the W.O.T. on \( \mathcal{B}(\mathcal{H}) \). Define \( E_f : \mathcal{P} \to \mathbb{R}_+ \) by \( E_f(P) = \langle Pf, f \rangle \). Then \( E_f \) is continuous.

**Proof.** Let \( \{P_n\}_{n \geq 1} \) be a sequence in \( \mathcal{P} \) such that \( P_n \to P \) in the weak sense. Clearly, since \( \mathcal{P} \) is closed w.r.t the W.O.T., then \( P \in \mathcal{P} \), and we have

\[ |E_f(P_n) - E_f(P)| = |\langle P_n f, f \rangle - \langle Pf, f \rangle| \to 0. \]

Hence, \( E_f \) is continuous. \( \square \)

**Lemma 18.** Let \( \mathcal{C} \) be a collection of closed subspaces of a Hilbert space \( \mathcal{H} \). Then the collection \( \mathcal{P} = \{P_C\}_{C \in \mathcal{C}} \) of orthogonal projections is closed w.r.t. the W.O.T. if and only if the collection of orthogonal projections \( \mathcal{P}^\perp = \{P_{C^\perp}\}_{C \in \mathcal{C}} \) is closed w.r.t. the W.O.T.

**Proof.** It suffices to show only one implication. Assume that \( \mathcal{P} = \{P_C\}_{C \in \mathcal{C}} \) is closed w.r.t the W.O.T. Let \( \{P_n\}_{n \geq 1} \subset \mathcal{P}^\perp \) be such that \( P_n \to P \) weakly. We want to show that \( P \in \mathcal{P}^\perp \), that is, there exists \( C \in \mathcal{C} \) such that \( P = P_{C^\perp} \). Taking into account that \( P_n = P_{C_n} \to P \) weakly, then \( P_{C_n^\perp} \to I - P \) weakly because

\[ \lim_{n \to \infty} \langle (P_{C_n^\perp} - (I - P)) f, g \rangle = \lim_{n \to \infty} \langle (I - P_{C_n} - I + P) f, g \rangle = \lim_{n \to \infty} \langle (P_{C_n} - P) f, g \rangle = 0, \forall f, g \in \mathcal{H}. \]

Since \( \mathcal{P} \) is closed w.r.t. the W.O.T., and \( P_{C_n^\perp} \to I - P \), then there exists \( C_* \in \mathcal{C} \) such that \( I - P = P_{C_*} \). Hence, \( P = I - P_{C_*} = P_{C_*^\perp} \). \( \square \)

**Proposition 5.** Let \( \mathcal{C} \) be a collection of closed subspaces in \( \mathcal{H} \), and \( \mathcal{F} \) a finite subset of \( \mathcal{H} \). If the collection of orthogonal projections \( \mathcal{P}^\perp = \{P_{C^\perp}\}_{C \in \mathcal{C}} \) is closed w.r.t. the W.O.T. Then Problem 3 has a solution, that is, there exists \( P_0 \in \mathcal{P}^\perp \) such that

\[ E_1(\mathcal{F}, P_0) = \inf\{E_1(\mathcal{F}, P) : P \in \mathcal{P}^\perp\}. \]
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Proof. Taking into account that \( P^\perp \) is weakly closed and \( E_1 \) satisfies

\[
E_1(F, P) = \sum_{f \in F} \| Pf \|^2 = \sum_{f \in F} < Pf, f > = \sum_{f \in F} E_f(P),
\]

then from Lemma 17 it follows that \( E_1 \) is a continuous function on \( P^\perp \). On the other hand, since \( \| P \|_{op} \leq 1 \) for all \( P \in P^\perp \), and the unit ball in \( B(\mathcal{H}) \) is compact w.r.t. the W.O.T., it follows that \( P^\perp \) is also compact w.r.t. the W.O.T. Now the conclusion is a straightforward consequence of the Extreme Value Theorem. \( \square \)

IV.2.3 Proofs for Section IV.1.2

Proof of Theorem 12

Proof. Taking into account that \( P \) is weakly closed, it follows from Lemma 18 that \( P^\perp = \{ P_{C^\perp} \}_{C \in C} \) is also weakly closed. Thus, by applying Proposition 5 we have that Problem 3 has a solution, and from Lemma 16 we conclude that \( C \) satisfies the MAP.

In order to prove Corollary 6, we need the following result.

Proposition 6. Let \( \mathcal{H} = \mathbb{C}^d \), \( 1 \leq n \leq d \), and \( P_n \) be the collection of orthogonal projections given by

\[
P_n = \{ P : \mathbb{C}^d \to \mathbb{C}^d : P^* = P = P^2, \dim P(\mathcal{H}) \leq n \}.
\]

Then \( P_n \) is closed w.r.t. the W.O.T. on \( \mathcal{B}(\mathbb{C}^d) \).

Proof. Let \( \{ P_k \}_{k \geq 1} \) be a sequence in \( P_n \) such that \( P_k \to P \) weakly, we want to show: \( P^* = P \), \( P^2 = P \), and \( \dim P(\mathcal{H}) \leq n \). Let \( x, y \in \mathcal{H} \) be given. Then

\[
< x, P^* y > = < Px, y >= \lim_k < P_k x, y >= \lim_k < x, P_k^* y >
= \lim_k < x, P_k y >= \lim_k < P_k y, x > = \lim_k < P_k y, x >
= < P y, x >= < x, P y >.
\]

So, \( P^* = P \). Since \( \mathcal{H} = \mathbb{C}^d \), then W.O.T. = S.O.T. = N.O.T. Therefore, \( \| P_k - P \|_{op} \to 0 \). Taking into account that
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\[ \|P^2_k - P_k\|_{op} - \|P^2 - P\|_{op} \leq \|P^2_k - P_k - (P^2 - P)\|_{op} \]
\[ \leq \|P^2_k - P_k P\|_{op} + \|P_k P - P^2\|_{op} + \|P_k - P\|_{op} \]
\[ \leq \|P_k\|_{op} \|P_k - P\|_{op} + \|P\|_{op} \|P_k - P\|_{op} + \|P_k - P\|_{op} \]
\[ \leq (2 + \|P\|_{op}) \|P_k - P\|_{op} \rightarrow 0, \]

then \[ \|P^2 - P\|_{op} = \lim_k \|P^2_k - P_k\|_{op} = \lim_k \|P_k - P_k\|_{op} = 0. \] Since \[ \|P^2 - P\|_{op} = 0, \] then \[ P^2 = P. \] Finally, let us show that \[ \dim P(\mathcal{H}) \leq n. \] Assume for the sake of a contradiction that \[ \dim P(\mathcal{H}) > n. \] We may assume that \[ \dim P(\mathcal{H}) = n + 1. \] Since \[ \mathcal{H} = \mathbb{C}^d, \]

\[ P_k = \begin{pmatrix} q^k_{11} \cdots q^k_{1d} \\ \vdots \\ q^k_{d1} \cdots q^k_{dd} \end{pmatrix}, \]

and

\[ P = \begin{pmatrix} q_{11} \cdots q_{1d} \\ \vdots \\ q_{d1} \cdots q_{dd} \end{pmatrix}. \]

Since \[ P_k \rightarrow P \] weakly, and on \[ \mathcal{B}(\mathcal{H}) \] we have that W.O.T.=S.O.T., then

\[ \lim_{k \rightarrow \infty} q^k_{ij} = q_{ij}, \forall 1 \leq i, j \leq d. \] (76)

On the other hand, if \[ \dim P(\mathcal{H}) = n + 1, \] then exists a \( (n + 1) \times (n + 1) \) minor of \( P \) which is nonzero. From (76) and the continuity of the determinant, there exists \( k_0 \in \mathbb{N} \) such that for each \( k \geq k_0 \), there is a \( (n + 1) \times (n + 1) \) minor of \( P_k \) which is nonzero, contradicting the fact that \[ \dim P_k(\mathcal{H}) \leq n, \] for all \( k \geq 1. \]

**Proof of Corollary 6**

Proof. Let \( 1 \leq n \leq d \) be given. Note that the collection of orthogonal projections \( \mathcal{P}_n = \{ P_C \}_{C \in \mathcal{L}_n} \) is given in (75). By Proposition 6 we know that \( \mathcal{P}_n \) is closed w.r.t. the W.O.T. on \( \mathcal{B}({\mathbb{C}}^d) \), and by applying Theorem 12, we have that \( \mathcal{L}_n \) satisfies the MAP.

**IV.2.4 Auxiliary results for Section IV.1.3**

Now we shall state and prove some auxiliary results that allow us to obtain the main results of Section IV.1.3.

**Lemma 19.** Let \( \{ A_n \} \) be a sequence of unitary operators such that \( A_n \rightarrow A \) weakly. If \( A \) is unitary, then \( A_n \rightarrow A \) strongly.
Proof. Let \( x \in \mathcal{H} \) be given. Then we have

\[
\| A_n x - Ax \|^2 = < (A_n - A)x, (A_n - A)x > \\
= < x, x > + < Ax, Ax > - < A_n x, Ax > - < Ax, A_n x > .
\]

Since \( A_n \to A \) weakly, and \( A \) is unitary, then

\[
\lim_{n \to \infty} < A_n x, Ax > = < Ax, Ax > = < x, x >,
\]

and

\[
\lim_{n \to \infty} < Ax, A_n x > = < Ax, Ax > = < x, x > .
\]

Now the conclusion follows.

Lemma 20. Let \( S \) be a closed subspace of the Hilbert space \( \mathcal{H} \), and \( A \) a unitary operator defined on \( \mathcal{H} \). Then

\[
\| P_A S(x) \| = \| P_S (A^* x) \| , \text{ for all } x \in \mathcal{H}.
\]

Proof. Let \( x \in \mathcal{H} \) be given. If \( \{ e_m \}_{m \geq 1} \) is an orthonormal basis(ONB) for \( S \), then by using that \( A \) is unitary it follows that \( \{ Ae_m \}_{m \geq 1} \) is an ONB for \( AS \). Therefore,

\[
P_A S(x) = \sum_{m \geq 1} < x, Ae_m > Ae_m ,
\]

and

\[
P_S (A^* x) = \sum_{m \geq 1} < A^* x, e_m > e_m .
\]

Consequently,

\[
\| P_A S(x) \|^2 = < P_A S(x), x > \\
= < \sum_{m \geq 1} < x, Ae_m > Ae_m , x > \\
= \sum_{m \geq 1} | < x, Ae_m > |^2 = \sum_{m \geq 1} | < A^* x, e_m > |^2 \\
= \| P_S (A^* x) \|^2 .
\]

So,

\[
\| P_A S(x) \| = \| P_S (A^* x) \| ,
\]

and we are done.

Proposition 7. Let \( U \) be a collection of unitary operators which is closed w.r.t. the W.O.T. on \( \mathcal{B} \mathcal{H} \), and \( S \) a fixed and given closed subspace of \( \mathcal{H} \). Let \( f \in \mathcal{H} \) be given, and define \( L_f : U \to \mathbb{R}_+ \) by \( L_f(U) = \text{dist}^2(f, U S) \). Then \( L_f \) is continuous on \( U \).
Proof. Taking into account that

\[ L_f(U) = \text{dist}^2(f, US) = \|f\|^2 - <P_{US}(f), f>, \]

it suffices to show that the function \( M_f : \mathcal{U} \to \mathbb{R}_+ \) defined by \( M_f(U) = <P_{US}(f), f> \) is continuous on \( \mathcal{U} \). Let \( \{U_n\}_{n \geq 1} \subset \mathcal{U} \) be such that \( U_n \to U \) weakly. Because \( \mathcal{U} \) is weakly closed, then \( U \in \mathcal{U} \). Moreover, \( U_n^* \to U^* \) weakly, and from Lemma 19 we get \( U_n^* \to U^* \) strongly. Therefore, with the aid of Lemma 20 we have

\[
|M_f(U_n) - M_f(U)| = \|P_{U_nS}(f)\|^2 - \|P_{US}(f)\|^2
\]
\[
= \|P_S(U_n^*f)\|^2 - \|P_S(U^*f)\|^2
\]
\[
\leq 2\|f\|\|P_S(U_n^*f) - P_S(U^*f)\|
\]
\[
= 2\|f\|\|P_S(U_n^*f - U^*f)\|
\]
\[
\leq 2\|f\|\|U_n^*f - U^*f\| \to 0, \text{ as } n \to \infty.
\]

Hence, \( M_f \) is continuous on \( \mathcal{U} \), and we are done. \( \square \)

In order to prove Theorem 13, we separately have to consider the cases when \( \mathcal{S} \) is a bounded convex subset of \( \mathbb{C}^d \) and when \( \mathcal{S} \) is a closed convex subset of a separable Hilbert space \( \mathcal{H} \).

**Case 1: \( \mathcal{S} \) is a bounded convex subset of \( \mathbb{C}^d \).**

We shall state without proof the Reduction Principle (see Theorem 5.14 on page 80 in [44]).

**Lemma 21.** Let \( K \) be a convex subset of a Hilbert space \( \mathcal{H} \), and let \( M \) be any closed subspace of \( \mathcal{H} \) that contains \( K \). Then:

\[
\text{dist}^2(x, K) = \text{dist}^2(x, M) + \text{dist}^2(P_M(x), K),
\]

(77)

for every \( x \in \mathcal{H} \).

**Proposition 8.** Assume that \( \mathcal{S} \) is a fixed and given bounded convex subset of \( \mathbb{C}^d \). Let \( \mathcal{U} \) be a collection of unitary operators which is closed w.r.t. the W.O.T. on \( \mathcal{B}(\mathbb{C}^d) \). Let \( f \in \mathcal{H} = \mathbb{C}^d \) be given. If \( \Theta_f : \mathcal{U} \to \mathbb{R}_+ \) is defined by \( \Theta_f(U) = \text{dist}^2(f, US) \), then \( \Theta_f \) is continuous on \( \mathcal{U} \).

Proof. Taking into account that \( \mathcal{S} \) is convex, and \( \mathcal{S} \subset \Lambda := \text{span}(\mathcal{S}) = \overline{\text{span}(\mathcal{S})} \), because \( \mathcal{H} = \mathbb{C}^d \), then using (77) in Lemma 21 we have

\[
\text{dist}^2(f, US) = \text{dist}^2(f, U\Lambda) + \text{dist}^2(P_{U\Lambda}(f), US),
\]

for all \( U \in \mathcal{U} \). From Proposition 7 we know that \( \text{dist}^2(f, U\Lambda) \) is a continuous function of \( U \) on \( \mathcal{U} \). Consequently, we only need to show that the function \( \Psi_f : \mathcal{U} \to \mathbb{R}_+ \) defined by \( \Psi_f(U) = \text{dist}^2(P_{U\Lambda}(f), US) \) is continuous on \( \mathcal{U} \). Let \( \{U_n\}_{n \geq 1} \subset \mathcal{U} \) be such that \( U_n \to U \) weakly. Since \( \mathcal{U} \) is closed w.r.t. the W.O.T. on \( \mathcal{B}(\mathbb{C}^d) \), then \( U \in \mathcal{U} \), and S.O.T. = W.O.T. = N.O.T. Let \( \{e_i\}_{i=1}^J \) be an ONB for \( \Lambda \), where \( J = \dim \Lambda \), then
\( \{Ue_i\}_{i=1}^J \) and \( \{U_n e_i\}_{i=1}^J \) are ONB for \( U\Lambda \) and \( U_n \Lambda \) respectively. Therefore,

\[
P_{U\Lambda}(f) = \sum_{i=1}^J < f, Ue_i > Ue_i,
\]

\[
P_{U_n \Lambda}(f) = \sum_{i=1}^J < f, U_n e_i > U_n e_i, \quad \forall n \geq 1,
\]

and since \( U_n \rightarrow U \) weakly on \( \mathcal{B}(\mathbb{C}^d) \), then

\[
\lim_{n \rightarrow \infty} < U_n e_i, f > = < Ue_i, f >, \quad \forall 1 \leq i \leq J,
\]

and

\[
\lim_{n \rightarrow \infty} \|U_n e_i - U e_i\| = 0, \quad \forall 1 \leq i \leq J.
\]

Hence, \( \lim_{n \rightarrow \infty} \|P_{U\Lambda}(f) - P_{U_n \Lambda}(f)\| = 0 \). On the other hand, since \( \lim_{n \rightarrow \infty} \|U_n - U\|_{op} = 0 \), and \( S \) is a bounded set, then for \( h \in S \) we have

\[
\lim_{n \rightarrow \infty} \|P_{U_n \Lambda}(f) - U_n h\| = \|P_{U\Lambda}(f) - U h\|,
\]

uniformly on \( S \). Let \( \epsilon > 0 \) be given. From (78) it follows that there exists \( N_0 = N_0(\epsilon) \in \mathbb{N} \) such that for \( n \geq N_0 \), we have

\[
\|P_{U\Lambda}(f) - U h\|^2 - \epsilon \leq \|P_{U_n \Lambda}(f) - U_n h\|^2 \leq \|P_{U\Lambda}(f) - U h\|^2 + \epsilon,
\]

for all \( h \in S \). Taking the infimum in the above inequality over all \( h \in S \) yields

\[
\text{dist}^2(P_{U\Lambda}(f), US) - \epsilon \leq \text{dist}^2(P_{U_n \Lambda}(f), U_n S) \leq \text{dist}^2(P_{U\Lambda}(f), US) + \epsilon,
\]

for all \( n \geq N_0 \). Thus, \( \lim_{n \rightarrow \infty} \text{dist}^2(P_{U_n \Lambda}(f), U_n S) = \text{dist}^2(P_{U\Lambda}(f), US), \) \( \Psi_f \) is continuous on \( \mathcal{U} \), and the conclusion follows.

\[\square\]

**Case 2: \( S \) is a Closed Convex Subset.**

We will denote the unit sphere of \( \mathcal{H} \) by \( S_1(\mathcal{H}) \), that is, \( S_1(\mathcal{H}) = \{ z \in \mathcal{H} : \|z\| = 1 \} \).

The following Lemma will be stated without proof (see Theorem 7.1 in [44]).

**Lemma 22.** Let \( K \) be a closed convex set in the Hilbert space \( \mathcal{H} \), and \( x \in \mathcal{H} \). Then

\[
\text{dist}(x, K) = \begin{cases} 
0 & \text{if } x \in K \\
\max\{< x, z > - \sup_{y \in K} < y, z > | z \in S_1(\mathcal{H}) \} & \text{if } x \notin K.
\end{cases}
\]

Moreover, the maximum is attained for a unique \( z_0 \in S_1(\mathcal{H}) \).

**Lemma 23.** Let \( K \) be a closed convex set in the Hilbert space \( \mathcal{H} \), and \( U \) a unitary operator defined on \( \mathcal{H} \). Then for \( x \in \mathcal{H} \) we have

\[
\text{dist}(x, UK) = \text{dist}(U^* x, K).
\]

(79)
Proof. Note that by Lemma 22 we have
\[
\text{dist}(U^*x, K) = \begin{cases} 0 & \text{if } U^*x \in K \\ \max \{ < U^*x, z > - \sup_{y \in K} < y, z > | z \in S_1(\mathcal{H}) \} & \text{if } U^*x \notin K, \end{cases}
\]
and
\[
\text{dist}(x, UK) = \begin{cases} 0 & \text{if } x \in UK \\ \max \{ < x, z > - \sup_{y \in K} < Uy, z > | z \in S_1(\mathcal{H}) \} & \text{if } x \notin UK. \end{cases}
\]
Taking into account that \( U^* \) is unitary, and \( z \in S_1(\mathcal{H}) \) then \( w = U^*z \in S_1(\mathcal{H}) \), \( < x, z >= < U^*x, U^*z > \), and \( x \in UK \) if and only if \( U^*x \in K \). Consequently,
\[
\text{dist}(x, UK) = \begin{cases} 0 & \text{if } U^*x \in K \\ \max \{ < U^*x, w > - \sup_{y \in K} < y, w > | w \in S_1(\mathcal{H}) \} & \text{if } U^*x \notin K. \end{cases}
\]
So, \( \text{dist}(x, UK) = \text{dist}(U^*x, K) \).

Proposition 9. Let \( \mathcal{U} \) be a collection of unitary operators which is closed w.r.t. the W.O.T. on \( \mathcal{B}(\mathcal{H}) \). Let \( \mathcal{S} \) be a fixed and given closed convex subset of \( \mathcal{H} \). Let \( f \in \mathcal{H} \) be given, and define \( \Upsilon_f : \mathcal{U} \to \mathbb{R}^+ \) by \( \Upsilon_f(U) = \text{dist}(f, U\mathcal{S}) \). Then \( \Upsilon_f \) is continuous on \( \mathcal{U} \).

Proof. Note that from (79) we have \( \Upsilon_f(U) = \text{dist}(U^*f, \mathcal{S}) \). So,
\[
\Upsilon_f(U) = \begin{cases} 0 & \text{if } U^*f \in \mathcal{S} \\ \max \{ < U^*f, z > - \sup_{y \in \mathcal{S}} < y, z > | z \in S_1(\mathcal{H}) \} & \text{if } U^*f \notin \mathcal{S}, \end{cases}
\]
for all \( U \in \mathcal{U} \). Let \( \{ U_n \}_{n \geq 1} \subset \mathcal{U} \) be such that \( U_n \to U \) weakly. Since \( \mathcal{U} \) is weakly closed, then \( U \in \mathcal{U} \). Moreover, \( U_n^* \to U^* \) weakly, and from Lemma 19, \( U_n^* \to U^* \) strongly, and since \( \| z \| = 1 \) for all \( z \in S_1(\mathcal{H}) \), it follows that
\[
\lim_{n \to \infty} < U_n^*f, z > = < U^*f, z >,
\]
uniformly on \( S_1(\mathcal{H}) \). Let \( \epsilon > 0 \) be given. From (80), there exists \( N_1 = N_1(\epsilon) \in \mathbb{N} \) such that for \( n \geq N_1 \) we have
\[
< U^*f, z > - \epsilon < < U_n^*f, z > < < U^*f, z > + \epsilon,
\]
for all \( z \in S_1(\mathcal{H}) \). Consequently, for \( n \geq N_1 \) we have
\[
< U^*f, z > - \sup_{y \in \mathcal{S}} < y, z > - \epsilon < < U_n^*f, z > - \sup_{y \in \mathcal{S}} < y, z > < < U^*f, z > - \sup_{y \in \mathcal{S}} < y, z > + \epsilon.
\]
Taking the maximum in the above inequality over all \( z \in S_1(\mathcal{H}) \) yields
\[
\max \{ < U^*f, z > - \sup_{y \in \mathcal{S}} < y, z > | z \in S_1(\mathcal{H}) \} - \epsilon
\]
\begin{align*}
& < \max \{ < U^*_n f, z > - \sup_{y \in S} < y, z > \, | \, z \in S_1(\mathcal{H}) \} \\
& < \max \{ < U^* f, z > - \sup_{y \in S} < y, z > \, | \, z \in S_1(\mathcal{H}) \} + \epsilon,
\end{align*}
for all \( n \geq N_1 \). Hence, \( \lim_{n \to \infty} \max \{ < U^*_n f, z > - \sup_{y \in S} < y, z > \, | \, z \in S_1(\mathcal{H}) \} = \max \{ < U^* f, z > - \sup_{y \in S} < y, z > \, | \, z \in S_1(\mathcal{H}) \} \). Consequently,
\[
\lim_{n \to \infty} \Upsilon_f(U_n) = \Upsilon_f(U),
\]
\( \Upsilon_f \) is continuous, and we are done. \( \square \)

IV.2.5 Proofs for Section IV.1.3

Proof of Theorem 13

Proof. Let \( \mathcal{F} \) be a given finite subset of \( \mathcal{H} \). Taking into account that
\[
\hat{H}(\mathcal{F}, U) = \begin{cases} 
\sum_{f \in \mathcal{F}} \Theta_f(U) & \text{if } \mathcal{S} \subset \mathbb{C}^d \text{ is bounded} \\
\sum_{f \in \mathcal{F}} \Upsilon_f^2(U) & \text{if } \mathcal{S} \text{ is a closed convex set},
\end{cases}
\]
then the continuity of \( \hat{H} \) on \( \mathcal{U} \) follows by applying Proposition 8 if \( \mathcal{S} \) is a bounded convex subset of \( \mathbb{C}^d \), and Proposition 9 if \( \mathcal{S} \) is a closed convex set. On the other hand, since \( \| U \|_{op} = 1 \), for all \( U \in \mathcal{U} \), and since the unit ball of \( \mathcal{B}(\mathcal{H}) \) is weakly compact, then \( \mathcal{U} \) is also weakly compact because it is weakly closed. Now the conclusion follows by applying the Extreme Value Theorem. \( \square \)

Proof of Corollary 7

Proof. It is an easy exercise to verify that if \( \mathcal{S} \subset \mathcal{H} \) is either a closed subspace of \( \mathcal{H} \), a closed convex cone, a hyperplane, a half-space, or a closed affine subspace, then \( \mathcal{S} \) is a closed convex subset of \( \mathcal{H} \). Now the proof is a straightforward consequence Theorem 13. \( \square \)

Proof of Corollary 8

Proof. Let \( \mathcal{F} \) be a given finite subset of \( \mathcal{H} \). Note that if \( C \in \mathcal{C}_S \), then \( C = US \), for some \( U \in \mathcal{U} \). Taking into account that
\[
E(\mathcal{F}, C) = E(\mathcal{F}, US) \\
= \sum_{f \in \mathcal{F}} \text{dist}^2(f, US) \\
= \hat{H}(\mathcal{F}, U),
\]
then since \( \mathcal{U} \) is weakly closed, from Corollary 7 it follows that Problem 2 has a solution, that is, there exists \( U_0 \in \mathcal{U} \) such that
\[
\hat{H}(\mathcal{F}, U_0) = \inf \{ \hat{H}(\mathcal{F}, U) : U \in \mathcal{U} \}.
\]
Consequently, by setting $C_0 = U_0S$ we have that $E(F, C)$ attains its minimum on $\mathcal{C}_{S}$ at $C_0$. Therefore, $\mathcal{C}_{S}$ has the MAP.

As we said in Remark 24 at the end of Section IV.1.3, we shall show that Corollary 6 can be also obtained as a consequence of Corollary 8. In order to show that, let us first state and prove some auxiliary results.

For $1 \leq n \leq d$, we shall denote by $\mathcal{D}_n$ the collection of all subspaces of $\mathbb{C}^d$ with dimension equal to $n$.

**Lemma 24.** Let $1 \leq n \leq d$ be given. Then $\mathcal{D}_n$ satisfies the MAP.

**Proof.** Let us pick $D_0 \in \mathcal{D}_n$, and let $U_{C_d}$ be the set of all unitary operators on $\mathbb{C}^d$. From Lemma 2.1.8 on page 69 in [63] it follows that $U_{C_d}$ is weakly closed. Taking into account that $\mathcal{D}_n = \{UD_0 \mid U \in U_{C_d}\}$, then the conclusion follows by applying Corollary 8.

**Lemma 25.** Let $1 \leq n \leq d$, and $f \in \mathbb{C}^d$ be given. If $C_1 \in \mathcal{L}_n$ is such that $\dim C_1 < n$, then there exists $C \in \mathcal{D}_n$ such that $\text{dist}^2(f, C) \leq \text{dist}^2(f, C_1)$. Therefore, if $F$ is a finite subset of $\mathbb{C}^d$, then $E(F, C) \leq E(F, C_1)$.

**Proof.** Let $C_1 \in \mathcal{L}_n$ be such that $\dim C_1 < n$. Let us consider the orthonormal vectors $\{e_i\}_{i=1}^{n-\dim C_1}$ in $C_1^\perp$, and let $M = \text{span}\{e_1, \ldots, e_{n-\dim C_1}\}$. Set $C := C_1 \oplus M$. Then $C \in \mathcal{D}_n$, $P_C = P_{C_1} + P_M$, and

$$
\text{dist}^2(f, C) = \|f\|^2 - <P_C(f), f>
= \|f\|^2 - <P_{C_1}(f), f> - <P_M(f), f>
\leq \|f\|^2 - <P_{C_1}(f), f> = \text{dist}^2(f, C_1).
$$

**Proposition 10.** Let $F$ be a finite set of vectors in $\mathbb{C}^d$, and $1 \leq n \leq d$. Then

$$
\inf\{E(F, C) : C \in \mathcal{L}_n\} = \inf\{E(F, C) : C \in \mathcal{D}_n\}. \tag{81}
$$

**Proof.** Let $F$ be a finite subset of $\mathbb{C}^d$, and $1 \leq n \leq d$. Taking into account that $\mathcal{D}_n \subset \mathcal{L}_n$, then

$$
\inf\{E(F, C) : C \in \mathcal{L}_n\} \leq \inf\{E(F, C) : C \in \mathcal{D}_n\}. \tag{82}
$$

On the other hand, if $C \in \mathcal{L}_n$, then, by Lemma 25, there exists $C_1 \in \mathcal{D}_n$ such that

$$
E(F, C_1) \leq E(F, C).
$$

Since $\inf\{E(F, C) : C \in \mathcal{D}_n\} \leq E(F, C_1)$, then

$$
\inf\{E(F, C) : C \in \mathcal{D}_n\} \leq E(F, C).
$$

Taking the infimum in the above inequality over all $C \in \mathcal{L}_n$ yields

$$
\inf\{E(F, C) : C \in \mathcal{D}_n\} \leq \inf\{E(F, C) : C \in \mathcal{L}_n\}. \tag{83}
$$
From (82) and (83) we get (81).

Another proof of Corollary 6.

Proof. The proof of Corollary 6 is a straightforward consequence of Proposition 10 and Lemma 24.
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