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CHAPTER I

INTRODUCTION

A growing concern in the microelectronic industry is the effect of ionizing radiation. Ionizing particles exist not only in the space environment, but also in the ground-level terrestrial environment, generating free carriers through their interactions with semiconductor devices. These free carriers then can be collected via various mechanisms at different device nodes in an integrated circuit (IC), resulting in undesirable circuit response depending on the circuit, the amount of charge deposited, and how much of the subsequent charge is collected. An ionizing particle interacting with a semiconductor in this manner is called a single-event (SE). The results of these SEs are typically called single-event effects (SEE), and an effect of particular concern for this work is a single-event transient (SET). A SET is an asynchronous signal that can propagate through a circuit causing a variety of undesirable responses. In digital circuits, an SET can propagate to a latch. If it meets certain set-up and hold times, then the erroneous signal can be latched and become a single-event upset (SEU). In analog and mixed-signal applications, on the other hand, the definition of a SEU is more complicated and depends on the circuit topology.

Bias circuits (e.g. current sources) provide essential global signals in analog and mixed-signal design. Ideally, a bias circuit should be invariant over operating conditions such as temperature, output load, and supply voltage. Given the effort and cost required to implement a high-performance precision bias current source, current mirrors are
typically used to replicate a single stable current throughout an entire integrated circuit. Consequently, a single-event (SE) strike to a critical bias circuit node can have wide-ranging global effects throughout the IC. A hardened precision bias current source is essential to prevent multiple errors from disrupting the operation of an entire integrated system.

The effect of an SE strike to a bias circuit will be discussed in this work through three examples. These examples will show that a SE to a bias circuit can manifest itself in three very different ways: micro-second long transient pulses in an analog-to-digital converter operating at gigahertz frequencies, millisecond-long transients on the output of a LM6144 operational amplifier, and a near doubling in operation frequency in the output of a voltage-controlled oscillator [1, 2, 3].

This thesis presents a novel radiation-hardened-by-design (RHBD) technique that takes advantage of the multi-node charge collection mechanism and employs it through a balancing and mirroring circuit topology to mitigate the effects of a single-event strike. This technique, called sensitive node active charge cancellation (SNACC), can be applied to harden critical nodes in analog and mixed-signal circuits. In this work, the SNACC technique is applied to a bias current source topology typical of the designs used throughout industry.

The SNACC technique and the proposed bias circuit are transportable across technology nodes and can be implemented by any standard foundry. The hardened bias circuit is compared with a traditional capacitive hardening technique to quantify its usefulness and performance. The SNACC hardening technique is verified using simulations in a 90-nm CMOS process. The performance of these bias circuits will be
characterized by the magnitude and duration of the SET following a SE strike. It will be shown that sensitive-node active charge cancellation can reduce both metrics by nearly 75% when compared to capacitive hardening alone.
CHAPTER II

RADIATION ENVIRONMENTS AND SINGLE-EVENT PHENOMENA

Introduction

The types of ionizing particles, their energies, and particle abundance in an environment must all be considered when designing a microelectronic system. The characteristics of a particle and how it interacts with the semiconductor material can cause many different effects, including displacement damage (DD), total ionizing dose (TID), prompt dose (dose rate), and single-event effects (SEE). The continued push by the commercial industry for reduced core voltages, lower current devices, smaller feature sizes, and higher packing densities makes devices and circuits more susceptible to upset from single event (SE) charge, and makes SEE mitigation more important for space and terrestrial applications [4]. Fig. II-1 shows that SEE accounts for 28% of all spacecraft anomalies, which include electrostatic discharge (ESD), non-SEE radiation damage, plasma and micrometeoroid impacts, and uncategorized solar energy particle effects [5, 6]. Fig. II-2 shows that of all radiation effects observed, 84% are attributed to single-event upsets (SEU) [5, 6]. Single-event effects will be the focus of this work, but references for displacement damage [7], dose rate [8], and TID [9] are provided for the interested reader.
Fig. II-1. Distribution of spacecraft anomaly versus anomaly type [5, 6].

Fig. II-2. Breakdown of SEU and radiation anomaly records [5, 6].
Radiation Environment and Single-Event Inducing Particles

The primary contributors to the space radiation environment are galactic cosmic rays (GCR), solar flares, and trapped particles. These different influences can interact with semiconductor devices and cause undesirable effects.

*Galactic Cosmic Rays*

The origin of GCRs is unknown and a current area of research, but it is believed that they originate outside our solar system and are the remnants from nova and supernova explosions. Ions that compose these GCRs are almost all known and are depicted in Fig. II-3 [10]. As Fig. II-3 shows, the major players are \( \text{H}^+ \) and \( \alpha \) (He\(^{2+}\)) particles representing 83% and 13% of those rays respectively. Of the GCR spectra, 3% are composed of high-energy electrons and 1% of heavy ions (\( z > 2 \)). While heavy ions make up only a small portion of the GCR spectra, they play an important role in SEE because they can penetrate shielding.

There are two other subsets of cosmic rays that are of interest to SE response of circuits: solar cosmic rays (SCR) and terrestrial cosmic rays (TCR). SCRs originate from tremendous explosions on the sun and consist mostly of protons, but also contain helium and other heavier elements. TCRs originate within the Earth’s atmosphere and are the byproduct of these other rays with the atmosphere itself. Fig. II-4 illustrates that TCRs are composed off mostly of protons, neutrons, pions, muons, electrons, and photons [11].

*Solar Flares and Coronal Mass Ejections*

Solar flares and coronal mass ejections are sudden, frequent, and intense emissions of gas and plasma emitted from the sun’s atmosphere. The sun has an average
Fig. II-3. Galactic cosmic ray particle spectrum as a function of atomic mass [10].

Fig. II-4. Cosmic rays cascading into a shower of secondary particles following interaction with earth’s atmosphere [11].
solar cycle of 11 years with 7 years of high activity.

Normally the most energetic and frequent flares occur during this 7-year period. There are two primary types of flares: gradual eruptions and rapid intense bursts. Gradual eruptions can last several days and are characterized as being rich in protons ranging in energies from 30 to 100 MeV. Intense bursts, on the other hand, tend to only last for hours, but are characterized by energies on the order of 100 GeV.

Radiation from solar flares can encompass almost the entire electromagnetic spectrum, to include radio waves, x-rays, and gamma rays, and can increase the flux of cosmic rays that penetrate the earth’s magnetosphere [12]. The largest solar flare ever recorded, depicted in Fig. II-5, was captured by the Solar and Heliosphere Observatory (SOHO) satellite on April 2, 2001 as a CME [13]. This CME sent particles into space at approximately 7.2 million kilometers per hour and caused radio blackouts on the sunlit side of the earth.

*The Trapped Radiation Environment*

A large concern for electronics destined to orbit the earth is the trapped radiation environment. Geomagnetic field lines can trap particles near the Earth’s atmosphere. Particles trapped by these field lines move in a spiral fashion around the lines tightening towards the poles, fig II-6 [14]. The Van Allen belts are a result of particles being trapped along these field lines [15]. The two primary zones within the Van Allen belts are commonly referred to as the inner and outer belt, as shown in Fig. II-7. The inner belt is at approximately 2.5 Earth radii (1 radii = 6380 km) and the outer belt is at approximately 6 Earth radii.

The composition of the particles in these belts is also quite different. The outer
Fig II-5. The largest solar flare ever recorded, captured by SOHO satellite [13].

Fig. II-6. The motion of particles trapped in the Earth’s magnetosphere. [14]
Fig. II-7. Diagram of the Van Allen belts [15].

The outer belt is composed mostly comprised of electrons with some protons from solar flare events. The inner belt, on the other hand, is composed mostly protons with some electrons [16, 14]. Fig II-8 shows a breakdown of the particle composition of the belts as a function of earth radii [14]. Other belts may appear during intense solar activity, but they are temporary in nature.

The high fluxes of protons in the lower belt make them the main concern for SEE events of spacecraft in near-Earth (1.5-3.5 radii) and polar orbits. The protons in this range can have energies that range anywhere from keV to MeV. The inner belt also contains a phenomenon referred to as the South Atlantic Anomaly (SAA), located off the coast of South America. Within the SAA, proton fluxes greatly increase at an altitude of less than 1000 km. The South Atlantic Anomaly is a result of the tilt and shift of the Earth’s geomagnetic and rotational axis relative to each other. This relationship causes a
Fig. II-8. Particles of the Van Allen belts as a function of Earth radii [14].

Fig. II-9. Contour plot of proton fluxes greater than 10 MeV at a 500 km altitude during a solar maximum [14].
displacement of the magnetic field from the center (off the coast of Argentina), as depicted in Fig II-9.

**Single-Event Mechanisms**

Heavy ions, alpha particles, and trapped protons from the environments previously discussed can all cause damage to semiconductor devices. The basic mechanism for this is that an ionizing particle loses energy in the semiconductor material via Coulombic interactions, creating a dense cloud of electron-hole pairs in its wake. The electron-hole pairs are collected at circuit nodes and can cause undesirable circuit behavior.

**Charge Generation**

Ionizing radiation generates charge in a semiconductor via two primary mechanisms: indirect and direct ionization. Indirect ionization is the result of nuclear interactions between an energetic particle and the struck material, resulting in ionization by secondary particles. The incident particle in this case is a low mass particle such as a proton or neutron. The proton or neutron strike can cause some very significant upset rates due to inelastic collisions with a target nucleus [17, 18].

Lighter particles striking silicon can create nuclear reactions such as inelastic collisions producing a silicon recoil or alpha/gamma particle emission and recoil of the daughter nucleus. An example of the latter is when silicon emits an alpha particle and a recoiling daughter magnesium nucleus. Another type of nuclear reaction is a spallation reaction where the target nucleus is broken into two fragments. An example of this is silicon breaking into carbon and oxygen ions, both of which can recoil [19]. Any of the
nuclear reactions described can produce heavier particles than the original incident proton or neutron. In turn, these heavier particles can then cause direct ionization.

Direct ionization is the primary charge deposition mechanism of heavier incident particles ($Z \geq 2$). Direction ionization occurs when an energetic particle passes through a semiconductor and frees electron-hole pairs along its path as it loses energy. The distance the particle travels before it comes to rest is often referred to as its range. Another common term used to describe these mechanisms is linear energy transfer (LET), which is defined as the energy loss per unit path length (MeV/cm) normalized by the density of the target material (mg/cm$^3$), with the units of MeV-cm$^2$/mg. Silicon requires 3.6 eV to generate an electron-hole pair and has a density of 2328 mg/cm$^3$, so an LET of 97 deposits 1pC/μm of charge.

Charge Collection

The excess electrons and holes generated following a SE strike can become a problem for circuit performance when they are collected at a circuit node. If the excess charge is generated near a p-n junction, then the built-in electric field at that junction will cause the holes to be swept to the p region and the electrons to the n-region. This phenomenon is known as drift current, as shown in Fig II-10. Drift current is limited by the saturation velocity of the carriers, resulting in a current transient typically on the order of picoseconds in duration [20].

Ionizing particle strikes on a p-n junction can create a plasma track of free carriers distorting the potential gradient along the track length creating a field-funnel [21]. This plasma track of free carriers between n- and p-regions effectively creates an electrical connection, or virtual “wire”, between the regions along the track. This “wire” allows the
electrons to move towards and the holes away from positively charged n-regions. The spreading resistance along the length of the “wire” results in a voltage drop and a collapse in the junction’s electric field. This effect takes the potential (initially isolated across the depletion region) and spreads it down the plasma track, exposing carriers initially outside the depletion region to its electric field [20]. This effect increase the amount of charge collected via drift, as depicted in Fig II-11. As devices scale further below 100 nm, this process becomes more complex because the plasma wire length is on the order of device size [22, 23].

Charge that is not collected via drift may still be collected through diffusion. Diffusion occurs when charge is generated from an ionizing particle within a diffusion length of a junction. A struck node, a neighboring node, or multiple nodes within that length can therefore collect charge. Diffusion collection takes longer than drift collection and can be on the order of hundreds of picoseconds to nanoseconds. The fact that this collection takes longer makes the free carriers more susceptible to recombination mechanisms, therefore reducing the total amount of charge that is collected [24]. Fig. II-12 depicts charge collection and recombination in a reversed biased n-p junction [25], with the initial prompt collection through drift and then subsequent collection from diffusion.
Fig. II-10. Depletion region drift collection from an ion strike [20].

Fig. II-11. The funnel effect; from left to right, (a) a plasma track of free carriers formed, (b) movement of electrons towards positive bias, (c) potential drop along the track and redistribution of equipotential lines down the track [20].
Two other very important mechanisms that play a role in charge collection are ion shunt effects and parasitic bipolar effects. The ion shunt effect occurs when an ion strikes through two proximal junctions creates a dense carrier plasma between them. If these two junctions are of the same type, this path can conduct current and increase the total amount of charge collected at the node.

The parasitic bipolar effect occurs primarily after SE strikes to PMOS devices in n-wells. The collection of SE deposited electrons in the n-well reduces its potential. This potential collapse with extra carriers in the substrate turns on the parasitic PNP bipolar device between the drain (collector), body (base), and source (emitter). This effect (depicted in Fig. II-13) can greatly increase the amount of total charge collected following a SE strike.

![Ion Track Diagram]

Fig. II-12. Illustration of an ion strike on a reversed biased n-p junction [25].
Fig. II-13. Illustration of the parasitic bipolar structure [25].

Fig. II-14. Relative size of an electron-hole cloud following a SE strike for a 1μm device vs. a 90 nm device (a) shows that the cloud only effects a small portion of the drain (b) shows that at a 90 nm technology node that same SE strike radius structure encompasses all four terminals of the device [22].
Charge sharing is another charge collection effect that is becoming more important as devices scale further below 90 nm. The driving mechanism behind charge sharing or multi-node charge collection is depicted in Fig. II-14 [22]. As devices sizes decrease and packing densities increase, more devices become susceptible to the electron-hole cloud created following a SE strike. The width of the electron-hole cloud is independent of the technology node, so a cloud that previously only encompassed a single drain may now cover several devices. This charge sharing effect can have many ramifications, including potential modulation of multiple junctions and current transients at multiple junctions. Another mechanisms leading to charge sharing is depicted in Fig II-15 [26].

Fig. II-15 Depiction of the results of a 63 MeV proton nuclear event, the proton interacts with a Silicon nucleus creating energetic secondary particles, to include a 14 MeV Oxygen ion, proton, gamma rays, and alpha particles. The oxygen ion traverses six sensitive volumes and deposits between 30 and 40 fC of charge in each [26].
In this work it was demonstrated that nuclear reactions from an incident 63 MeV proton and a silicon nucleus could create secondary particles like a 14 MeV oxygen ion, proton, gamma rays, and alpha particles. The simulations showed that the oxygen ion would traverse six sensitive volumes of silicon and deposit between 30 and 40 fC in each volume [26]. Charge sharing across multiple junctions from a single ion strike can create multiple-bit-upsets (MBUs), which are expected to become increasingly critical to future device and circuit single-event characterizations.

**Single-Event Effects**

Charge collection at circuit nodes can result in a variety of effects. Some SEEs can create catastrophic system failures, referred to as hard errors. Examples include single-event burnout (SEB), single-event gate rupture (SEGR), and single-event latchup. While important, hard errors are not the focus of this research, and interested readers can find additional detail in the provided references [19, 27, 28, 29].

Single-event strikes in CMOS devices also create temporary glitches or errors and are referred to as soft errors. One type of soft error of particular interest for analog and mixed-signal applications is the single-event transient (SET), an unwanted asynchronous electrical pulse that can propagate through the signal path causing unintended circuit behavior.

In a digital circuit, a SET can become a single-event upset (SEU) if the transient alters a latched logic state (i.e. a “0” becomes a “1”, or a “1” becomes a “0”). The perturbation of multiple nodes leading to multiple mismatched bits is referred to as a
multiple-bit upset (MBU). SEUs and MBUs can lead to a circuit error if the incorrectly latched bit or bits reach an output node, or corrupt an internal state machine or program.

Characterization of SE induced errors in analog and mixed-signal design can be more difficult than errors in digital circuits, as no standard error metric exists for analog and mixed-signal circuits. The effect of the strike and transient are dependent on the circuit topology, type, and mode of operation.

**Conclusions**

This chapter presents an overview of the space radiation environment and its effects on microelectronic circuits. Particular detail was paid to charge generation and collection mechanisms in silicon based devices. The overall impact of these mechanisms leading to SEEs and SEUs was discussed. The remainder of this thesis will focus on the mitigation of those effects in analog and mixed-signal design, with a focus on the hardening of bias circuitry.
CHAPTER III

BIAS CIRCUITS

Introduction

This chapter provides a background on current mirrors, current sources, and current sinks, with the goal of facilitating their design and analysis for radiation environment applications. Particular detail will be paid to the bootstrap current sources that are the basis of this research.

Bias Circuit Design

Bias circuits (e.g. voltage sources and current sources) are fundamental building blocks used extensively in analog and mixed-signal ICs. Bias circuits typically combine diodes, resistors, BJTs, and/or MOSFETs to generate stable voltages and/or currents for other subcircuits on an IC. For example, an operational amplifier uses current sources as active loads for amplification stages, and to force the amplifier to operate at a quiescent DC point inside its active linear range. Properly designed current sources should be relatively independent of supply voltage, temperature, load resistance, and load voltage. A high-performance current source will provide good precision, good repeatability, high temperature stability, low long-term drift, high output impedance, high bandwidth, and a large dynamic output range.

The use of current sources as bias circuits is not a new concept by any means, as the concept predates the modern IC by several decades with the design of vacuum tube electronics. The design of high-performance bias circuits for monolithic analog ICs was
an active area of research from the mid-1960s to the mid-1980s, and to a lesser extent continues to this day. The early pioneers and innovators in this area of analog circuit design worked for companies such as Philbrick, Texas Instruments, Fairchild Semiconductor, National Semiconductor, GE, Analog Devices, RCA, Motorola, and many others.

Bias circuits based on current sources can be classified into two types. A current source usually refers to a circuit connected between a positive supply rail and a load. A current sink typically refers to a circuit connected between the load and a negative voltage or ground. A current mirror provides multiple current sources/sink outputs that mirror a reference current source or sink with predefined output ratios.

*A Basic Bias Circuit*

One of the most basic topologies for a bias circuit is a current source composed of a diode-connected MOSFET connected to a drain resistor, as shown in Fig. III-1. This circuit has a single sensitive node to SE strikes, making it a useful starting point for the analysis in chapter IV.

![Bias Circuit Diagram](image)

Fig. III-1. A very basic bias circuit consisting of a diode-connected PMOS transistor and a resistor.
The reference current (i.e. the drain current) provided by the circuit in Fig. III-1 can be derived using the PMOS saturation current equation (III-1), neglecting short channel effects. The gate and the drain of the MOSFET are tied together, forcing the device to operate in saturation mode.

\[ I_D = \frac{1}{2} k \left( \frac{W}{L} \right) \left( V_{SG} - |V_T| \right)^2 \]  

(III-1)

\[ I_D = \frac{1}{2} k \left( \frac{W}{L} \right) \left( V_{DD} - I_D R - |V_T| \right)^2 \]  

(III-2)

In equation III-2, \( V_S \) is replaced with \( V_{DD} \) and \( V_G \) is replaced with \( V_D = I_D R \). This equation shows that the reference (drain) current has a square law dependence on both the power supply voltage \( V_{DD} \) and the resistance \( R \).

A standard technique for modern IC design is to mirror the current from a single reference circuit into multiple outputs as needed at other subcircuits on the IC. However, the simple diode-resistor current source is a poor choice for the reference circuit, due to the significant dependencies of the supply voltage and drain resistance value on the reference current value. Furthermore, the PMOS threshold voltage and the resistance value \( R \) are temperature dependent, resulting in a temperature-dependent drain current as given in equation III-2. All of these dependencies would be reflected in the mirrored current throughout the IC. Consequently, the reference current must be generated using a high-performance circuit that reduces the effects of these dependencies.

**Bootstrap Current Source**

A current source that is independent of loading, temperature, and fluctuations in supply voltage is the ultimate goal. One method to minimize or eliminate the supply voltage dependence is to use a current through a transistor to create a voltage that in turn
sets the current in the transistor. The self-generated current and voltage would then be independent of the supply voltage. Fig. III-2 is an example of this technique [30]. This circuit is sometimes called a $V_T$-referenced current source, but more commonly is referred to as a bootstrap current source. In this schematic, the mirroring of transistors M3 and M4 force currents $I_1$ and $I_2$ to be equal. Since $I_1$ is also the drain current of M1, it generates the voltage drop $V_{GS1}$. $I_2$ is also the drain current of M2 and flows through $R_{BIAS}$, creating the voltage $I_2R_{BIAS}$. The gate of M1 is connected to the source of M2, so $V_{GS1}$ is set equal to $I_2R_{BIAS}$.

Fig. III-2. Bootstrap current source schematic with start-up circuit shaded in gray and mirrored current through a load $R_{LOAD}$ [30].
Neglecting channel-length modulation effects, the MOSFET square law equation can be used to substitute for $V_{GS1}$, resulting in equation III-3. Substituting $\beta$ for $K'(W/L)$ and rearranging terms results in the expression for the quiescent bias current $I_Q$ as shown in equation III-4 [30].

$$I_2R = V_{th} + \left(\frac{2I_1L}{K_nW_i}\right)^{\frac{1}{2}} \quad \text{III-3}$$

$$I_Q = I_2 = \frac{V_{th}}{R} + \frac{1}{\beta R^2} + \frac{1}{R} \left(\frac{2V_{th}}{\beta R} + \frac{1}{\beta_i^2 R^2}\right)^{\frac{1}{2}} \quad \text{III-4}$$

These equations make it apparent that (to the first order) $I_1$ and $I_2$ are independent of power supply voltage $V_{DD}$. However, plotting Equation III-4 in Fig. III-3 shows that a second operating point exists where $I_1$ and $I_2$ equal zero. A startup circuit is necessary to keep this circuit operating at the non-zero equilibrium point. The circuitry in the gray shaded box of Fig. III-2 serves as a startup circuit. If the circuit is at the wrong equilibrium point then $I_1$ and $I_2$ are equal to zero, and the source voltage of M6 will be zero. In this case transistor M6 will provide a current to M1, generating voltage $V_{GS1}$ and forcing the bootstrap circuit to turn on. As the circuit approaches the desired equilibrium point, the source voltage of M6 will increase, decreasing its drain current. At the desired bias point, transistor M6 will be turned off and no longer affect the bootstrap circuit’s operation.
Fig. III-3. Establishing a stable operating point in the bootstrap current reference [30].

**Bias Circuit Single-Event Sensitivity**

Single-event effects are very difficult to fully characterize in mixed-signal applications, as compared to digital circuits. Single-event upsets in digital circuits are typically characterized in terms of single bit flips. However, recent research has shown that a strike to an analog sub-circuit can create an internal transient capable of creating errors in entire digital output codes [1]. Consequently, no universal metric to characterize the SE sensitivity of a mixed-signal circuit exists. Characterizing the response of bias circuits to SEs is similarly complex, because the response is dependent on the bias circuit topology and the single-event sensitivity of the other circuits connected to the bias circuit. However, past literature does provide some examples of single-event characterization in bias circuits. In this section, SE sensitivity is examined in bias circuits for analog to digital converters (ADC), operational amplifiers (op-amps), and voltage controlled oscillators (VCO) [1,2,3].
In 2007, Kruckmeyer, *et al.*, published a paper that presented a new analysis technique for determining the SEU sensitivity of high frequency ADCs [1]. The ADCs were exposed to a 4.5 MeV/nucleon ion beam with a spectrum of different ions and associated energies. Unusually long single-event transients on the order of 1.7 μs were observed during this testing. Because the ADC was operating at 1.2 gigasamples per second (GS/s), an observed 1.7 μs transient correlated to over 2000 missed samples. Extensive bench testing was conducted to determine the reason for these long transients, with the cause traced back to the bias circuitry. However, no hardening solution to these long SETs was presented.

Boulghassoul, *et al.*, published a paper in 2004 aimed at characterizing the SE response of the LM6144 op amp [2]. In this work, tests with LETs ranging from 50-93 MeV·cm²/mg were conducted at Texas A&M’s cyclotron, resulting in analog SETs on the order of 1.5 ms. The cause of these long SETs was determined to be two *n*-p-*n* bipolar transistors in the op amp bias circuit. Strikes to these devices created a second metastable operating point that persisted long after the deposited charge had dissipated. The solution to this problem was to connect capacitors to the two transistors, thereby implementing two low pass filters in the bias circuit, and preventing it from entering the metastable condition. Since 500 fF capacitors were required, hardening of the bias circuit would require a significant area penalty for modern IC processes.

The final example of bias circuitry sensitivity was presented by Loveless, *et al.*, in 2007 [3]. In this work, VCOs were analyzed as the dominant source of SET sensitivity of phase-locked loops (PLLs). Simulations showed that SE strikes in the input bias stage altered the PMOS and NMOS bias currents, resulting in stronger current drives to a
current-starved ring oscillator stage. This change in drive current changed the operating frequency of the VCO from 1.6 GHz to 3 GHz. The proposed solution to this problem was to implement a means of analog redundancy, with the bias circuit replicated M times and averaged through additional identical resistors, thereby reducing the voltage perturbation to $\Delta V/M$. This technique, while effective, clearly comes with a significant area penalty.

**Conclusions**

In this chapter, the basic concept of a bias circuit was introduced with the discussion of the simple diode and resistor circuit. The shortcomings of supply voltage dependence were examined. These shortcomings have led to the use of a first-order $V_{DD}$-independent bootstrap reference for many modern applications. The bootstrap reference’s current is established through a balancing point dictated by the $V_{GS}$ of one transistor and the drain current of another multiplied by a resistance. However, this circuit has a second stable operating point at zero and therefore requires a start-up circuit.

In the second half of this chapter the SE sensitivity of bias circuits was discussed through three case studies. While the circuit topologies and devices used were different in these three cases, the end result was the same: single-event strikes to the bias circuit caused extreme circuit response. Of the three cases, two presented solutions to mitigate single-event effects. However, the solutions of capacitive hardening and circuit redundancy come with severe area penalties and can be considered “brute force” techniques. With this in mind, a more elegant hardening technique with reduced error penalty is introduced in the next chapter.
CHAPTER IV

SENSITIVE NODE ACTIVE CHARGE CANCELLATION (SNACC)

Introduction

Single event effects (SEEs) were originally considered a localized effect and studied on isolated junctions or devices [4]. While this may have been true on earlier technology nodes, recent work has shown that even devices and circuits thought to be single event upset (SEU) immune, such as the dual interlocked cell (DICE) latch, are susceptible to upset at 130 nm and smaller feature sizes due to charge collection at multiple nodes from a single ion strike [31].

The phenomena of single ion strikes and their subsequently deposited charge being collected at multiple nodes will continue to increase soft error rates (SER) for the foreseeable future, as technologies continue to scale. In particular, the continued push by the commercial industry for reduced core voltages, lower current devices, smaller feature sizes, and higher packing densities makes devices and circuits more susceptible to upset from single event (SE) charge collected on multiple nodes [32]. Recent work has confirmed this trend, showing that technology scaling significantly enhances the charge collected on devices surrounding a struck device [31].

As discussed in Chapter III, previous work has demonstrated that bias circuitry can be particularly sensitive to single event effects, and these phenomena can produce extreme circuit behaviors. This behavior manifested itself in three ways: microsecond-long transients in an ADC, millisecond-long transients on the output of an LM6144
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operational amplifier, and a near-doubling in operating frequency of a voltage-controlled oscillator [1,2,3].

This chapter presents a radiation-hardened-by-design (RHBD) technique for analog and mixed-signal design that takes advantage of the multi-node charge collection mechanism and employs it through a balancing and mirroring circuit topology to mitigate the effects of a single event strike to reduce voltage transients. This technique can be applied to harden critical nodes in analog and mixed-signal circuits; in this case, it is used to harden a bootstrap current source bias circuit. Furthermore, the trend of increased multi-node charge collection with scaling technology indicates that this mitigation strategy will become even more effective in the future.

**Circuit Design**

In digital circuits, typical RHBD techniques focus on minimizing charge collection. In contrast, some RHBD analog and mixed-signal techniques can take advantage of multi-node charge collection to mitigate errors. The common analog layout technique of interleaving matched unit-cell transistors connected in parallel can be used to increase the amount of common charge collected at different circuit nodes. This technique has been applied to mitigate SEs in differential analog circuits by promoting multi-node charge collection to take advantage of common-mode rejection across a differential path [33,34]. To quantify, simulations of this technique showed that in a 130-nm IBM process, a reduction of approximately 30% in differential charge could be achieved on nominal strikes for varying linear energy transfers (LETs) [33]. The multi-
node charge collection mechanism typically increases with angled strikes and with the scaling of technology [31, 32]

In this paper, the charge-sharing phenomenon is extended to a novel, non-differential, hardening technique through an interleaved matched transistor scheme, called SNACC (Sensitive Node Active Charge Cancellation). Fig. IV-1(c) shows a schematic of the proposed hardening technique with relative transistor sizes indicated. The SNACC technique is demonstrated using a simple bias circuit, i.e. a diode-connected transistor and a resistor as depicted in Fig. IV-1(a). The simplicity of the circuit and the presence of a single sensitive node make it an attractive option for this proof-of-concept study. Traditionally, the placement of a capacitor between the diode-connected transistor’s drain and ground, as depicted in Fig. IV-1(b), would be used to harden this circuit. The use of capacitors as a hardening technique requires a large area penalty that becomes more costly as technology scales. It is essential for any new hardening technique to perform at least as well as this “brute force” capacitive approach; therefore it is useful for comparison to any new technique. The SNACC technique used in Fig. IV-1(c) employs the placement of matched interleaved transistors around the diode as a hardening technique in an attempt to mitigate SEEs as well as minimize the overall area penalty.

The proposed bias circuit of Fig. IV-1(c) begins with the original bias circuit of Fig. IV-1(a) and then adds mirroring circuitry that is inactive during normal operation. The additional circuitry does not change the original circuit’s DC operation or add any significant excess current drain or power consumption. The key to successful implementation of this design involves a layout design in which transistor M4 is composed of two sets of parallel unit-cell transistors in separate wells.
Fig. IV-1. Three different representations of a bias circuit are depicted, (a) is the depiction for the baseline comparison a simple diode and resistor, (b) a traditional hardening technique that places a capacitance on the drain of the diode to mitigate SEE, (c) the SNACC approach the uses multi-node charge collection and current mirrors to cancel charge deposited by a SE.

Fig. IV-2. (a) Layout design for the SNACC hardened circuit. PMOS transistors M2 and M3 are interleaved with transistor M4 in separate wells (dashed lines). The other devices separate the two wells. M5 and M6 are also interleaved. The layout view is shown in (b).
One set of these unit cell transistors is interleaved with device M2 and the other set with device M3. In this configuration, a SE strike on the devices in the M2/M4 well or the M3/M4 well provides the maximum common charge collection opportunity. The two wells are separated by PMOS transistor M1 and NMOS transistors M5, M6, and M7 to prevent multi-node charge collection between devices M2 and M3. NMOS devices M5 and M6 are interleaved in the same fashion as the PMOS devices. A diagram of this layout is depicted in Fig. IV-2.

In the event of a single event strike, a voltage transient can occur if device M3 sources current due to collected charge. If device M4 also collects charge during the same event, an equal current will ideally be sunk through the current mirror of M6 and M7, resulting in no net change at the bias node, thus mitigating the transient.

The same mitigation mechanism is present for PMOS devices M2 and M4, as well as for NMOS devices M5 and M6. For example, if a strike occurs on the drain of M6, the charge will be shared with device M5, due to the interleaved layout. Devices M1 and M2 will ideally source an equal current to that sunk by M6, mitigating the transient. There is no impact on the circuit if a SE strike occurs on devices M1 or M7.

Simulation

The circuits of Fig. IV-1 were designed and laid out in Cadence using the IBM 90-nm process design kit (PDK). The circuit from Fig. IV-1(a) establishes a baseline bias circuit without hardening. The circuit in Fig. IV-1(b) provides a point of comparison for traditional capacitive hardening. For these simulations, the capacitor of Fig. IV-1(b) was designed to fit the same footprint area as the peripheral transistors of the proposed technique. This six-level metal capacitor (depicted in Fig. IV-3) has a capacitance value
of 875 fF for the bias configuration and transistor sizing presented to this point.
Relatively large devices are used in this study. The PMOS transistors have an effective
size of 60 μm x 1 μm and the NMOS transistors are sized at 20 μm x 1 μm. The use of
large devices ensures stable devices without short channel effects, and biases the circuit
to provide the maximum output voltage swing. The sizing provides a convenient unit-
size transistor of 10 μm x 1 μm. An argument can be made that this method would prove
even more effective for smaller devices with lower current drive, and therefore less
inherent SE hardness and overall smaller area, meaning that the capacitor on the
comparison circuit would have a much smaller value. We will return to this point in the
results section.

Bias-Dependent Single-Event Model

A Cadence Spectre circuit model was recently developed for the IBM 90-nm PDK
that captures the dynamic charge collection interactions represented in a 3-D technology
computer aided design (TCAD) [35]. This model was inserted into a BSIM4 transistor
model and integrated with the IBM 90-nm process design kit (PDK).

The development of this new model was based on the fact that the charge
collection process dynamically interacts with the circuit response. TCAD simulations
show that for deep sub-micron technologies, the use of double exponential current
sources alone (the traditional simulation methodology) is not sufficiently accurate.
However, double exponential current sources still provide a reasonable first-order
estimate for as a base function model. Fig IV-4 illustrates this point. The traditional
double exponential current source connected between the drain and NMOS body has a
direct tie to ground, and provides an ideal current sink. Therefore, the injected current
can pull the drain voltage below ground until the substrate diode turns on, and its current compensates the independent source current. This simulation result is inconsistent with TCAD results because the TCAD current is the result of charge generation within the device. Fig. IV-4(a) shows the significant difference between the shapes of the drain current of an NMOS following a SE strike for a double-exponential current source simulation versus a TCAD simulation.

Fig. IV-4 also illustrates the elongated “plateau” effect in the drain current that TCAD simulates for deep sub-micron technologies. Previous work showed that the width of that plateau directly controls the width of the propagating SET [22]. The plateau itself is a function of the devices bias condition and its surrounding circuitry. Fig. IV-4 also illustrates that the bias-dependent model used in this work does a much better job of replicating this plateau effect as compared to a double exponential current source. The interested reader is directed to [35] for more detail.

Results

To determine the effectiveness of SNACC as at hardening technique, the three circuits in Fig. IV-1 were simulated using the bias-dependent model. An SE strike was simulated on every transistor diffusion in the RHBD circuit while varying the strike’s linear energy transfer (LET) from 10 - 40 MeV-cm²/mg in increments of 10 MeV-cm²/mg, for both normal incidence and 60 degree strikes. The comparison between normal-incidence and 60-degree angled strikes is illustrated in Fig. IV-5. These graphs provide a visual comparison of the voltage excursions from the unperturbed voltage bias point, i.e. the drain voltage of M3.
Fig. IV-3. Block diagram of 6-level metal capacitor. (a) cross-section (b) top-view, where the area can be specified as parameters (L,W).

Fig. IV-4. Drain current of the NMOS device of an inverter following a 30 MeV-cm²/mg strike. (a) mixed-mode TCAD vs. traditional double exponential current source. Note the difference in the “shelf” region. For (b) mixed-mode TCAD vs. bias-dependent model, note the much better replication of the pulse shape.

Fig. IV-5. The magnitude of the bias voltage point perturbation simulation results for normal incidence and 60-degree angle strikes for all three circuits from the unperturbed 600 mV bias point. In both cases, the voltage excursion improves with SNACC. Note that the improvement is greater in the angled-strike results.
As shown in Fig. IV-5, the proposed SNACC technique provides significantly better performance for angled strikes, particularly at higher LETs. This result is consistent with previous research showing that multi-node charge collection can be significantly greater for these cases even with shorter track lengths [36].

This data shows that for a 40 MeV-cm$^2$/mg LET strike at a 60 degree angle, a capacitor of equal area to the SNACC circuit reduces the peak voltage excursion of the unhardened circuit from 510 mV to 159 mV, while SNACC reduces this voltage excursion to 127 mV. A capacitor larger than 1 pF would be required to reduce the capacitor hardened circuit to a level comparable with the SNACC technique. An on-chip capacitor of that magnitude is unlikely to be used because of the prohibitive amount of area.

Another advantage of the SNACC circuit is that it does not prolong the duration of the perturbation. Depending on the requirements of the circuit application, this may be of greater importance than the maximum voltage excursion value. Fig. IV-6 shows the time that the bias voltage exceeds a threshold voltage excursion of 30 mV. The traditional capacitive technique mitigates the maximum voltage perturbation (Fig. IV-5), but it generally extends the duration of the excursion, due to the inherent RC time constant associated with adding a capacitor to a circuit (Fig. IV-6). The SNACC technique provides improved hardening on both figures of merit.

The angled strike data in Fig. IV-6 for the SNACC approach shows a saturation trend at higher LETs. This saturation effect occurs because multi-node charge collection increases with LET, and SNACC performs better with increased charge sharing. Given the previous work showing that multi-node charge collection increases with technology
Fig. IV-6. Durations of voltage excursions exceeding 30 mV as a function of LET for nominal and 60 degree angled strikes on the diode connected transistor shared with transistor M4 compared with hardening of a capacitor of equal area and the unhardened circuit. Again, the figures show an improvement in the SNACC results over the unhardened and capacitor-hardened circuits with a greater improvement with angled strikes.

Fig. IV-7. The magnitude of the bias voltage point perturbation simulation results for 60-degree angle strikes (left) and the duration of excursions exceeding 30 mV (left) for 60-degree strikes for varying LET.
scaling [31, 32], a reasonable conclusion is that SNACC will perform even better as technology nodes scale below 90 nm.

It should be noted that the initial perturbation amplitude mitigation for SNACC (Fig. IV-5) does not demonstrate a significant advantage over the capacitor of equal area (875 fF). This is largely because the SNACC devices were initially designed to be the same size as the diode-connected MOSFET M3. However, there is no particular reason why the SNACC devices must be so large. In fact, Fig. IV-7 shows that smaller SNACC devices perform better due to reduced capacitive loading on the node. Fig. IV-7 shows the perturbation pulse amplitudes (left) and durations (right) for different widths of devices M6 and M7 (Fig. IV-1) following strikes of varying LET values on M3. Since these are 1 μm channel length devices, these widths are equal to the width-to-length ratios (W/L). Fig. IV-7 shows that smaller devices do a better job of pulse amplitude and duration mitigation, to a point. The time data shows that 10 μm wide devices appear to be the smallest effective device size. This is another point of circuit optimization that the designer must consider when employing this technique.

The same argument for device optimization can be made for devices M1 and M2. If these are all optimized to 10 μm x 1 μm then M4 and M5 can also be adjusted in size. The capacitive value of equal area to this optimized circuit then becomes 309 fF. Figs. IV-8 and IV-9 show the perturbation amplitude and duration comparisons of the three circuits with the optimizations. This optimized circuit compares much more favorably with a capacitor of equal area for amplitude and duration mitigation at normal incidence and for angled strikes. In this case, SNACC reduces the perturbation following a 60
Fig. IV-8. The magnitude of the bias voltage point perturbation simulation results for normal incidence and 60-degree angle strikes for all three circuits from the unperturbed 600 mV bias point. In both cases, the voltage excursion improves with SNACC. Note that the improvement is greater in the angled-strike results. The SNACC device size optimization made it much more favorable than a capacitor of equal area.

Fig. IV-9. Durations of voltage excursions exceeding 30 mV as a function of LET for nominal and 60 degree angled strikes on the diode connected transistor shared with transistor M4 compared with hardening of a capacitor of equal area and the unhardened circuit. Again, the figures show an improvement in the SNACC results over the unhardened and capacitor-hardened circuits with a greater improvement with angled strikes. It is important to note that the smaller capacitor improves the duration performance of capacitive hardening.
degree 40 MeV-cm²/mg strike to just one third of the unhardened circuit, and shaves more than 400 ps off the duration.

One potential concern with the SNACC technique is that the area of sensitive volume increases due to the additional devices, and therefore the probability of a strike also increases. The responses of the introduced sensitive areas of the SNACC balancing circuitry were simulated in the same way as the primary node. Note that, of the six added transistors, only four are potentially vulnerable to SEs. A single-event strike to device M1 or M7 will produce no noticeable perturbation to the bias point because those devices are only active during a SE strike to the primary circuitry.

Simulations of strikes on the SNACC transistors showed that no single strike / multi-node collection event combination to the added transistors caused a voltage excursion larger than the maximum voltage excursions seen on the unhardened circuit for a 40 MeV-cm²/mg 60 degree angled strike. These results are depicted in Fig. IV-10 for perturbation amplitudes, and in Fig. IV-11 for durations of perturbations exceeding 30 mV. Consequently, the added vulnerable area does not significantly contribute to the overall single-event vulnerability of the SNACC-hardened circuit.

**Conclusions**

The simulations in this work have shown that a reduction in single-event voltage perturbation and transient duration at a critical node can be achieved in any standard CMOS process through the use of balancing complementary circuitry combined with careful layout techniques to encourage multi-node charge collection. The SNACC technique is more area-efficient than the traditional capacitance hardening method, and provides improved performance over the comparison circuits examined for both normal
and angled strikes. The greatest benefit of the SNACC technique was found to be in the reduction of the effects of angled strikes, which have higher probability than strikes of normal incidence. The greatest drawback to SNACC is that it introduces additional sensitive area and raises the overall probability of a strike. However, strikes to this additional sensitive area and the original diode connected transistor still show much lower peak voltage excursions and time duration from the original bias circuit. This point, coupled with the fact that this circuit technique will only become more effective as devices scale further below 90 nm, makes it an attractive design option for RHBD circuits.
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Fig. IV-10. Perturbation amplitude analysis of the SNACC devices compared to the unhardened circuit. On the left is normal incidence and the right 60 degree strikes for LETs varying from 10-40 MeV-cm²/mg.
Fig. IV-11. Durations of perturbations exceeding 30 mV for the SNACC devices compared to the unhardened circuit. On the left is normal incidence and the right is 60 degree strikes.
CHAPTER V

A RHBD BIAS CIRCUIT UTILIZING SNACC

Introduction

In the previous chapter, a new radiation-hardened-by-design (RHBD) technique for analog circuits was presented. This technique, called sensitive node active charge cancellation (SNACC), utilizes the phenomenon of multi-node charge collection to reduce single-event voltage transients at sensitive nodes. SNACC was shown to be much more effective than capacitive hardening when applied to a basic bias circuit consisting of a diode-connected transistor and resistor. In this chapter, the SNACC technique will be applied to a bootstrap current source circuit to demonstrate its effectiveness on a more advanced bias circuit design.

Circuit Design

Fig. V-1(a) shows the bootstrap current source previously described in chapter III. The circuit was designed using the IBM 90-nm process design kit (PDK) with 150 x $1\,\mu\text{m}$ PMOS and $60 \times 1\,\mu\text{m}$ NMOS devices to provide a reference current of $26\,\mu\text{A}$. Fig. V-2 shows a SE nodal analysis of this circuit using the bias-dependent model presented in the previous chapter. Fig. V-2(a) shows the amplitude of the bias perturbation seen on a mirrored/biased node, and Fig. V-2(b) shows the time that the node voltage was outside a 10% bias threshold for both normal incidence and 60 degree SE strikes. As Fig. V-2 shows, the node connecting the drains of device M2 and device M4 is by far the most sensitive to SE strikes. In chapter IV, SNACC’s initial development focused primarily
on protecting a node with a single sensitive junction. However, the critical node in the bootstrap circuit has two sensitive junctions, so SNACC must be extended to protect them both.

Fig. V-1(b) shows a schematic of the SNACC-hardened bootstrap bias circuit with the relative transistor sizes labeled. The main difference from the SNACC circuit presented in chapter IV is that device M7 now is composed of two sets of parallel devices. This modification extends the SNACC technique to protect both junctions at the sensitive node. The additional circuitry in Fig. 1b does not change the overall DC operation of the original circuit in any significant way. As previously shown, during normal operation all the added devices are biased “off” and draw negligible additional power.

![Circuit Diagram](image)

Fig V-1. (a) Circuit diagram of the bootstrap current source. The startup circuitry is highlighted gray and has minimal impact during normal circuit operation. (b) The SNACC hardening technique applied to the node shared between M2 and M4 with the relative W/L ratios labeled.
Fig. V-2. (a) SE perturbation amplitudes from a nodal analysis of circuit from fig. V-1 for normal incidence (left) and 60-degree (right) strikes. (b) SE perturbation durations outside 10% of bias point for normal incidence (left) and 60-degree (right) strikes for varying LET.
The successful implementation of the SNACC-hardened circuit requires that transistors M12 and M7 are laid out as two sets of transistors in parallel. One set of M12’s unit-cell transistors are interleaved with device M11 and the other set with device M4, thus allowing maximum common charge collection of a SE strike on devices M11 and M12, or on devices M4 and M12. The two sets of interleaved PMOS devices are placed in separate wells and separated by the NMOS devices to prevent multi-node charge collection occurring between devices M11 and M4. NMOS devices M2 and M8 are interleaved in the same fashion with transistor M7.

A voltage transient can occur if transistor M4 sources (or M2 sinks) current from a SE strike. If device M12 or M7 also collects charge, an equal current will ideally be sourced or sunk through the current mirror of M8 and M9 (or M10 and M11), resulting in no net change at the output node, thus mitigating the transient. The same mitigation mechanism is present for PMOS devices M11 and M12, and also for NMOS devices M7 and M8. There is no impact on the circuit if a SE strike occurs on devices M10 or M9.

As previously discussed in chapter IV, the sizes of the SNACC current mirrors M8-M9 and M10-M11 have an effect on the overall circuit’s area penalty as well as its performance. The impact on performance is due to capacitive loading, and can be replicated by placing an equivalent capacitor on the node instead. The size of these devices can be optimized. Fig. V-3 shows the SE strike perturbation amplitudes and durations following a 60-degree angled strike. Fig. V-3(a) shows strike amplitude and duration versus the widths of M8 and M9 following a strike on M4. Fig. V-3(b) shows strike amplitude and duration versus the widths of M10 and M11. Since L equals 1 µm,
Fig. V-4. (a) The amplitude and duration of perturbations seen on a mirrored node following 60-degree SE strikes to device M4 for varying (W/L) ratios of M8 and M9. (b) The amplitude and duration of perturbations seen on a mirrored node following 60-degree strikes on the drain of M2 for different size (W/L) devices. M10 and M11, varying LET following a strike on the drain of M2. Because these are 1 µm length devices, the widths
the given widths are therefore equal to the (W/L) ratios.

In these simulations, the sizes of the SNACC devices were initially the same sizes as the transistors in the baseline circuit and varied down to 10 x 1 μm devices. Overall the 10 x 1 μm devices provided the best compromise between improved hardening and reduced circuit area, and consequently 10 x 1 μm were used for the remainder of this analysis.

**Simulation Results**

The circuits from Fig. V-1 (a and b) were simulated using the recently developed transistor model [35] that captures the dynamic multi-node charge collection interactions between devices, as discussed in chapter IV. Single-event strikes were simulated on every transistor in the SNACC circuit by varying the strike’s linear energy transfer (LET) from 10 to 40 MeV·cm²/mg in increments of 10 MeV·cm²/mg, for both normal incidence and 60 degree angled strikes.

Overall, five different circuits were simulated in this analysis. The first circuit was the unhardened baseline circuit as depicted in Fig. V-1(a). The second circuit was the baseline circuit hardened by adding a 413 fF capacitor to the critical node, where the 413 fF capacitor has an area equal to the SNACC devices. In the third circuit, devices M3 and M4 were interleaved in the baseline circuit. The third circuit was then hardened with a 413 fF capacitor to create the fourth circuit. The fifth circuit was the SNACC-hardened circuit of Fig. V-1(b). Note that circuits three and four were simulated to determine if interleaving M3 and M4 provided any intrinsic hardening benefit even if SNACC was not used.
The response of these five circuits to SE strikes was measured for both
turbation amplitude and durations exceeding a 10% threshold of the bias point. Fig.
V-4 shows the results for strikes to M4, (a) for amplitude and (b) duration. It is
interesting to note that interleaving M4 and M3 provides a significant increase to overall
hardness following strikes to the drain of M4. However, this improvement occurs
because the M3 drain node is a relatively insensitive node as seen from Fig. V-2(a). A
designer would want to avoid this interleaved M3-M4 layout because it also subjects
device M3 to the SE “softness” of device M4, therefore degrading the circuit’s overall
single-event response.

Fig. V-4 clearly shows the merit of the SNACC approach for hardening the drain
junction of device M4 in the bootstrap bias circuit. SNACC improves the circuit’s SE
immunity for normal incidence and 60-degree strikes for both perturbation amplitude and
duration. For a 60-degree angled strike with LET of 40 MeV-cm2/mg, SNACC reduces
the perturbation amplitude and durations to less than one-third of capacitive hardening
alone.

SNACC was quite successful at hardening the sensitive drain junction of device
M4 on the critical node, but still had to be evaluated for strikes to the drain of device M2.
This case was simulated in the same manner as before with the same five circuits, except
that M2 and M1 were interleaved in circuits three and four, rather than transistors M3 and
M4. These circuits were evaluated for both perturbation amplitude and duration
exceeding a 10% bias threshold for varying LET at normal incidence and 60 degrees.
The results are shown in Fig. V-5 (a) and (b).
Fig. V-4. A comparison of five circuits, baseline (Fig. V-1(a)), baseline hardened with a capacitor of equal area, devices M4 and M3 interleaved, devices M4 and M3 interleaved with a capacitor of equal area added, and SNACC for both normal incidence (left) and 60-degree (right) SE strikes to device M4 with varying LET. (a) Perturbation amplitude (b) Perturbation duration
The results in Fig. V-5 show that interleaving M2 with M1 provides significant hardness to the overall circuit after a strike to the drain of M2. However, as with the M3-M4 interleaving, a designer would avoid such a layout because of the effect of strikes on the drain of M1. In fact, interleaving these devices causes a 56% increase in perturbation amplitude following strikes to M1 alone for angled 40 MeV-cm²/mg strikes. Overall, SNACC provides a significant hardening advantage over other methods, and reduces 60-degree 40 MeV-cm²/mg strike perturbations to roughly one-third of capacitive hardening alone.

The overall effectiveness of SNACC is still somewhat difficult to picture, because of the separate analysis of strikes to the drains of M4 and M2. A relatively simple way to get a “single shot” comparison of the effectiveness of SNACC is to examine the nodal analysis from Fig. V-2 with and without SNACC applied. In Fig. V-2, the most sensitive node containing the drains of M4 and M2 were represented in red and black respectively. Fig. V-6 shows the same analysis for 60-degree angled strikes with the original values for M4 and M2 in gray for reference. The values of M4 and M2 with SNACC applied are now represented in red and black, respectively. Notice the difference in the sensitivity of those nodes. The M3 drain node, not the node connecting M4 and M2, is now the most sensitive node. The addition of SNACC has reduced the peak perturbation amplitude for a 60-degree 40 MeV-cm²/mg strike by approximately 400 mV, and reduced the duration by approximately 16 ns.
Fig. V-5. A comparison of five circuits, baseline (Fig. V-1(a)), baseline hardened with a capacitor of equal area, devices M2 and M1 interleaved, devices M2 and M1 interleaved with a capacitor of equal area, and SNACC for both normal incidence (left) and 60-degree (right) SE strikes to device M2 with varying LET. (a) Perturbation amplitude (b) Perturbation duration.
Circuit Design with SNACC

Up to this point, the focus of this work has been on demonstrating a new hardening technique for bias circuits, and applying that technique to a useful bias circuit design, respectively. This section will focus on optimizing the bootstrap design and then working through an example from start to finish on the implementation of a hardened current source utilizing SNACC. The circuit topology for this section will remain the same as before, with a designed bias current of 26 $\mu$A.

As previously discussed in chapter III, designers typically spend much time and effort in developing a high-quality current source. The output of that single current source is then typically mirrored off to other subcircuits in the IC. There are many factors that go into a precision analog design, but matching usually plays a very large role.

In analog design, long channel devices are commonly used to mitigate the effects of channel length modulation and improve matching. Consequently, 1 $\mu$m length MOSFETs were chosen for just that reason in the previous chapters. However, achieving good matching is certainly possible with shorter device channel lengths. In Fig. V-7, the percent mismatch of the drain current of devices M3 and M4 from Fig. V-1 is plotted as a function of channel length. Almost negligible mismatch is observed for a 0.5 $\mu$m channel length. In order to construct a precision current source possible with the minimum area, the bootstrap current source was redesigned with all transistors at $L = 0.5 \mu$m.
Fig. V-6. A nodal analysis of the bootstrap bias circuit. Shown in gray are the values for perturbation amplitude (left) and duration (right) following 60-degree strikes for varying LET. These are the same values from Fig. V-2. Those gray lines are now represented in the same colors as Fig. V-2 with SNACC applied. The M3 drain is now the most sensitive junction, with a reduction of approximately 400 mV and 16 ns at an LET of 40 MeV-cm²/mg compared to the unhardened circuit.

Fig. V-7. Percent mismatch of current (y-axis) between devices M3 and M4 in the bootstrap design as a function of channel length (x-axis). The circuit has almost no degradation in matching down to 0.5 µm channel length.
After redesigning the circuit, the next step in the design process was to analyze the SE response of the circuit, node by node. Fig. V-8 shows the amplitude (a) and the duration (b) of the perturbations per node as a function of LET for 60-degree strikes. As expected, the node shared between the drains of device M4 and M2 was still the most sensitive. It is interesting to note that at the smaller channel lengths the sensitivity of drain M4 dominates, and the M2 drain remains the next most sensitive junction, but is closer to the average sensitivity of the other junctions.

The next step in the design process was to apply SNACC to the sensitive junction and optimize it for device size. Changing the channel length of the devices did not change the most sensitive junction, so the SNACC-hardened circuit has the same topology as the circuit in Fig. V-1 (b). In order to optimize the SNACC design, strikes to M4 were simulated for different W/L values for devices M8 and M9. Strikes to M2 were also simulated for different W/L values for devices M10 and M11. The intent was to maximize performance (SE mitigation) and minimize area penalty (device size).

In Fig. V-9 the results of this analysis are depicted for 60-degree strikes on M4. On the left are shown the perturbation amplitudes and on the right are shown the durations exceeding a 10% bias threshold. It is interesting to note that reducing the device size had little effect on amplitude following strikes to M4, but the smaller devices tended to make a difference in duration mitigations, particularly at higher LETs. The best compromise between improved performance and reduced area penalty occurred with the choice of 5 x 0.5 μm devices (i.e. W/L ratio = 10).
Fig. V-8. Nodal analysis of the bootstrap current source with .5 μm channel lengths depicting the perturbation amplitudes (a) and durations exceeding a 10% bias threshold (b) as a function of LET.
In Fig. V-10, the results of a similar analysis are shown for 60-degree strikes to M2. Again, on the left are shown are the perturbation amplitudes and on the right are shown are the durations exceeding a 10% bias threshold for varying LET and device size (W/L ratio). The choice here is clearer that for the previous case. The 5 x 0.5 μm devices (W/L ratio = 10) provide the best performance and least area penalty. The overall layout of this circuit with the optimized device sizes is depicted in Fig. V-11.

Once the entire SNACC-hardened circuit design was completed, the next stage was to analyze the results. The bias-dependent model previously described was used to simulate normal incidence and 60-degree angled strikes to every node in the circuit for LETs ranging from 10 to 40 Mev·cm^2/mg. Three circuits were compared in this analysis; the unhardened baseline circuit, the baseline circuit hardened by a 6-level metal 136 fF capacitor equal in area to the SNACC circuitry, and the SNACC-hardened bias circuit. Fig. V-12 shows a sample waveform, typical of the response seen throughout this section, which compares the response of the three circuits following a 40 MeV·cm^2/mg strike to device M2.

In Fig. V-13, the results for perturbation amplitude for normal incidence (left) and 60-degree strike (right) are shown following strikes to M4. SNACC provides an even more dramatic reduction in perturbation amplitudes for the smaller device lengths. SNACC reduces the perturbation amplitude of a 60-degree angled strike with a LET of 40 MeV·cm^2/mg to just one-third that of capacitive hardening alone.
Fig. V-9. SE Perturbation amplitudes (left) and durations exceeding a 10% threshold (right) following 60-degree strikes to device M4 for different size (W/L) devices M8 and M9 with varying LET.

Fig. V-10. SE Perturbation amplitudes (left) and durations exceeding a 10% threshold (right) following 60-degree strikes to device M2 for different size (W/L) devices M10 and M11 with varying LET.
Fig. V-11. Fig. V-3. Layout view of SNACC applied to the bootstrap current source. The SNACC devices are shown in red (PMOS) and yellow (NMOS), while the current source devices are blue (PMOS) and gray (NMOS).

Fig. V-12. Waveform for a 40 MeV-cm$^2$/mg strike to M2. The three circuits depicted are the baseline (brown), baseline hardened with a capacitor (red), and the baseline hardened by SNACC (blue).
Fig. V-13. Perturbation amplitudes following normal incidence (left) and 60-degree angled (right) SE strike to device M4. There are three circuits being compared: the baseline, the baseline hardened with a capacitor of equal area to the SNACC circuit, and the SNACC circuit for varying LET.

Fig. V-14. Perturbation durations exceeding a 10% bias threshold following normal incidence (left) and 60-degree angled (right) SE strike to device M4. There are three circuits being compared: the baseline, the baseline hardened with a capacitor of equal area to the SNACC circuit, and the SNACC circuit for varying LET.
As previously observed, SNACC clearly outperforms capacitive hardening for perturbation amplitude mitigation. Previous work also showed that SNACC reduced perturbation durations compared to capacitive hardening. This result is confirmed in Fig. V-14. SNACC reduces the perturbation duration of a 40 MeV-cm²/mg 60-degree strike to M4 to just a little over one-third of capacitive hardening. These results are promising because the nodal analysis of Fig. V-8 shown that the response of M4 to SE strikes was by far the worst case.

SNACC clearly improved the SE response of the drain of M4, the most sensitive junction on the critical node. The next step in the analysis was to evaluate the response of the drain of M2, other vulnerable node junction. Fig. V-15 shows the perturbation amplitudes following normal incidence (left) and 60-degree angled (right) strikes to device M2. In this case, SNACC does not provide as much benefit for normal incidence strikes (which are much less common than angled strikes), but does provide a significant improvement in amplitude reduction for 60 degree strikes. As previously discussed, the charge sharing improves for angled strikes, and therefore the SNACC concept works even better in such cases. SNACC reduced the perturbation amplitude following a 60-degree 40 MeV-cm²/mg strike to M2 to almost half of just capacitive hardening alone.

Fig. V-16 shows the perturbation duration data following strikes of normal incidence (left) and 60-degree incidence (right) to the drain of M2. While not as dramatic as the results for M4, they are still quite convincing. SNACC reduced the perturbation duration following a 60-degree 40 MeV-cm²/mg strike to approximately two-thirds of capacitive hardening alone.
Fig. V-15. Perturbation amplitudes following normal incidence (left) and 60-degree angled (right) SE strike to device M2. There are three circuits being compared the baseline, the baseline hardened with a capacitor of equal area to the SNACC circuit, and the SNACC circuit for varying LET.

Fig. V-16. Perturbation durations exceeding a 10% bias threshold following normal incidence (left) and 60-degree angled (right) SE strike to device M2. There are three circuits being compared the baseline, the baseline hardened with a capacitor of equal area to the SNACC circuit, and the SNACC circuit for varying LET.
The final step in the analysis was to compare the original nodal analysis from Fig. V-8 to the hardened circuit with SNACC applied. The drain junctions of M4 and M2 without SNACC are shaded gray for comparison, and the junctions with SNACC applied are shown in red and purple respectively. This analysis is depicted in Fig. V-17. The perturbation amplitude of the most sensitive junction dropped roughly 740 mV for 60-degree strikes with an LET of 40 MeV-cm\(^2\)/mg. Furthermore, the most sensitive junction is now the source of M2, rather than the node connecting the M2 and M4 drains. The duration data is equally convincing, showing that the strike duration at the most sensitive junction for the same case was reduced approximately 11 ns.

**Conclusions**

These simulations have shown that the use of SNACC can dramatically reduce the effects of a SE on a critical analog node in terms of amplitude and duration. The SNACC technique was applied to the same bias circuit with two different channel lengths and provided favorable results for both. The performance of SNACC improved for the smaller channel lengths over capacitive hardening, partly because the capacitance that could be achieved with equal area to the SNACC circuitry was also reduced. Finally, a nodal analysis with and without SNACC showed the amplitude and duration of perturbations to the most sensitive junctions following a 60-degree 40 MeV-cm\(^2\)/mg strike could be reduced by 740 mV and 11 ns, respectively.
Fig. V-17. A nodal analysis of the bootstrap circuit with SNACC applied. On the left are perturbation amplitudes and on the right the durations for 60-degree strikes. The original values for the drains of M4 and M2 are left in gray for comparison.
CHAPTER VI

CONCLUSIONS

The sensitivity of many bias circuits to single-event effects combined with the difficulty of applying standard RHBD techniques to analog and mixed-signal circuits has led to the development of SNACC, a novel hardening technique that can be applied to any sensitive/critical circuit node. This technique was initially developed and applied to a simple bias circuit with just a single vulnerable junction.

The drawbacks of this basic single node circuit as a bias circuit were explored with emphasis on supply voltage dependence. A bootstrap current source was introduced as a better option. Through derivation of its equilibrium equations, its first-order supply voltage independence was illustrated. The common issue of multiple stable operating points in bootstrap current sources was discussed and solved via a start-up circuit. The SE nodal analysis of this circuit revealed that the critical node of the circuit had two vulnerable junctions. Consequently, the SNACC circuit’s symmetry was modified to protect multiple junctions at the same node. The circuit was simulated and the results showed that the most sensitive junction could be reduced by 400 mV and 16 ns for perturbation amplitude and duration respectively at a 60-degree 40 MeV-cm²/mg strike.

The effects of channel length modulation were explored to determine optimal device sizing. Simulations showed that a high precision of matching could be maintained down to a 0.5 μm channel length. The bootstrap circuit was optimized with this channel length, providing a step-by-step process for a designer to follow. The circuit was simulated again for perturbation amplitudes and durations. A nodal analysis of the
hardened circuit showed that not only was it much more effective than capacitive hardening, but SNACC could reduce perturbation amplitudes and durations for a 60-degree 40 MeV-cm^2/mg strike by 740 mV and 11 ns respectively.

The SNACC technique has two potential drawbacks of note: increased layout complexity and increased number of vulnerable junctions. The layout complexity is not a significant concern, as interleaving of devices to promote matching is already a common practice in analog and mixed-signal design. Furthermore, simulations show that the additional junctions introduced by SNACC tend to be self-compensating, and are much less sensitive then the junctions of the original unhardened circuit. Through optimization and careful design, SEE perturbation amplitudes and durations can be reduced to just 25% those of an unhardened circuit in certain cases.

These results show that SNACC can be a very effective tool for analog and mixed-signal RHBD applications, and should remain so as device sizes are scaled to smaller dimensions. Future research will focus on hardware verification of this technique, and its extension to other precision analog and mixed-signal subcircuits.
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